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ABSTRACT. Nowadays, the imbalance between urban traffic demand and road infrastruc-
tures is getting more serious, resulting in serious urban traffic congestion. Unlike private
cars, buses can carry more passengers under the same road segment with lower energy
consumption. However, existing studies usually ignore the impacts of vehicle turn signal
states on action selection and the impacts of experience pool sampling efficiency on model
training. Therefore, with the increasing number of priority buses on the road, it will en-
counter the problem of bus response conflict. In this work, we propose an intelligent
signal timing optimization model with bus priority based on a multi-process experience
pool, named MP-3D@QN. The model considers the turn signal state of the vehicle and the
bus priority switching scheme, which can help predict the vehicles’ future direction and
provide a basis for the agent in action selection. We introduce a multi-process paral-
lel method to break the correlation between samples and improve the sampling efficiency
of sample data. In addition, we propose a multi-objective reward function to make the
agent more sensitive to the changing detection, and we constrain the green light duration
and optimize the average delay of vehicles and intersection throughput. Extensive exper-
iments were conducted with SUMO on intersection roads in Fuzhou City, and the results
show that MP-8DQN could significantly reduce the average delay time of buses without
affecting traffic efficiency.

Keywords: Bus priority signal, Deep reinforcement learning, Multi-process, Traffic light
control

1. Introduction. Today, the rapid increase in car ownership has seriously affected urban
traffic conditions, which results in serious urban congestion [1]. Compared with private
cars, buses have more advantages in passenger capacity and energy consumption; there-
fore, it is an effective way to alleviate traffic congestion by developing public transport
priority. However, the current bus system still has several problems, such as low punctual-
ity, long waiting times, and insufficient transport capacity in rush hours. These problems
reduce the traffic efficiency of buses. Therefore, implementing bus signal priority is an
essential strategy to improve operational efficiency and schedule adherence to the bus
system.

With the rapid development of artificial intelligence technology, Deep Reinforcement
Learning (DRL) technology has made a breakthrough in traffic signal control [2]. Com-
pared with Reinforcement Learning (RL) [3], DRL technology is better at dealing with
high-dimensional real-time traffic conditions [4, 5|. However, when using the DRL method
to define the state in traffic signal control problems, most studies ignore the influence of
vehicle turn signal state on agent selection. In addition, during the training phase of the
model, it is easy to ignore the influence of sample correlation and sampling efficiency in
the experience pool. Moreover, with the increasing number of priority buses on the road,
it will encounter the problem of bus response conflict.

This work proposes an intelligent signal timing optimization model with bus priority
based on a multi-process experience pool, named MP-3DQN. This model aims to reduce
the delay of bus and bus service levels. We employed the multi-process parallel method to
improve the sampling efficiency and break the correlation between samples in the expe-
rience pool. This method can generate multiple simulation environments simultaneously
and store all generated data in the experience pool. To ensure agents can predict future
directions of vehicles and provide a reasonable basis to select actions, we consider turn
signal information of vehicles in state space. We consider a bus priority signal switching
scheme in the state space to solve the problem of bus response conflict at intersections.
Moreover, the method of multi-objective reward function is adopted to make the agent
more sensitive to the change of reward value and optimize the indicators of average transit
delay and intersection throughput simultaneously.
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In this work, we combine multi-process experience pool optimization as a framework
to improve the efficiency of the bus system.The experimental benefit of this work is to
optimize the traffic efficiency of buses at intersections, reduce the delay of buses, and
improve the throughput of intersections. This can not only alleviate the problem of
urban congestion, but also improve the efficiency of residents’ travel. The model is tested
on SUMO, and the results show the effectiveness and efficiency of MP-3DQN. The main
contributions of this work are as follows:

(1) Aiming at the low sampling efficiency of the experience pool, we propose a multi-
process parallel method to improve the sampling efficiency of the experience pool
and accelerate model convergence;

(2) Aiming at the problem that the existing state information description is not compre-
hensive enough, we consider vehicle turn signal information and bus priority phase
switching scheme so that the agent can choose actions more reasonably;

(3) We propose the multi-objective reward function method to constrain the green light
duration and optimize average transit delay duration and intersection throughput to
make agents better feedback on the reward.

The remainder sections are organized as follows: Section 2 describes related work on
applying deep reinforcement learning in bus priority signal control; Section 3 presents
the agent based on deep reinforcement learning for bus priority signal control; Section
4 describes the framework of the algorithm in detail; Section 5 discusses experimental
results. Section 6 summarizes our work and provides ideas for future work.

2. Related work. Existing bus priority measures are classified into space and time. For
space measures, some researchers set bus lanes or intermittent bus lanes to improve the
bus operation efficiency directly [6, 7]. But it takes up a lot of road resources and affects
the efficiency of other vehicles, which may lead to congestion at intersections [8]. Unlike
space measures, time measures can improve the efficiency of the bus system without using
road resources. For time measures, researchers proposed bus signal priority strategies
to adjust traffic lights’ signal timing at intersections to ensure buses can pass through
intersections quickly [9]. Bus signal priority strategies are divided into three categories:
1) passive priority strategy; 2) active priority strategy; 3) adaptive strategy [10]. The
passive priority strategy is to analyze historical traffic data to generate a signal control
scheme. The strategy highly depends on the stability and accuracy of traffic demand and
is not efficient for real-time changing traffic scenarios [11]. The active priority strategy is
to adjust real-time signal timing to ensure buses get through intersections directly when
buses are detected approaching intersections [12]. The adaptive strategy is developed
based on real-time detected traffic flow data for signal timing optimization control [13].
DRL technology has achieved great success in intersection signal control in recent years.
Zhang et al. [14] proposed the LVQ neural network quantum genetic optimization algo-
rithm, which has a good effect on short-term traffic flow prediction. Zhang et al. [15]
proposed a traffic prediction method based on short-term memory network, which has
a good effect on the management of shared bicycles. Liao et al. [16] proposed a traf-
fic flow prediction method with space-time attention, which plays an important role in
urban traffic congestion and public travel route planning. Liao et al. [17] proposed a
time difference penalized traffic signal timing method by request learning technique to
balance safety and throughput capacity in traffic control system. Ma et al. [18] proposed
a new depth transfer learning framework, which improves accuracy by combining convo-
lutional neural network and sparse matrix. Kang et al. [19] proposed a Gaussian process
regression (GPR), which has good generalization in dealing with high-dimensional, small
sample and nonlinear problems. Kumar et al. [20] proposed a traffic detection method
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based on LSTM network and applied it in the field of intelligent transportation. Wu et
al. [21] proposed an integrated learning algorithm and applied it to model prediction, and
achieved good results. Liang et al. [22] proposed an algorithm for 3DQN (Double Dueling
Deep Q-Network) to control intersection signal lights. The model takes the position and
speed of vehicles as the state and takes the cumulative waiting time difference between
two adjacent cycles as the reward. Experiments show that the algorithm can effectively
reduce the average waiting time of vehicles. Genders and Razavi [23] proposed a state
method of discrete traffic state encoding (DTSE). They employed the DTSE method to
define the state, which includes the position and speed of vehicles. They use the change
in cumulative vehicle delay as the reward. Experiments show that the method performs
better in the average cumulative delay and queue length. Gao et al. [24] proposed an
adaptive traffic signal algorithm. The algorithm automatically extracts vehicles’ position
and speed information and takes them as states. They use the staying time of vehicles
at the intersection as a reward. Experiments show that the algorithm can reduce vehicle
delay effectively. Gu et al. [25] proposed a DDQN with the dual-agent algorithm. The
algorithm takes traffic flow as the reward and vehicle position as state. Experiments show
that the algorithm can improve the traffic capacity of vehicles effectively.

Although the above methods have made significant breakthroughs in reducing the delay
of vehicles, they still have some limitations. In the state space, they ignore the influence
of vehicle turn signals on agent selection. In the reward function, they seldom consider the
constraints of traffic light duration. Therefore, we consider the state of the vehicle turn
signal in the state space. We propose a multi-objective reward function, which considers
the maximum and minimum green light constraints. Finally, the experimental results
show that we propose model achieved considerable results.

3. Agent design of traffic signal control based on deep reinforcement learning.
DRL is one of the most successful artificial intelligence models at present, which can deal
with high-dimensional and large state space problems [26]. As shown in Figure 1, it is a
traffic signal control model of deep reinforcement learning. The state is received from the
environment. The agent can select the corresponding action from the current traffic state.
Then, the environment conducts this action and gets the next state and related rewards.
After that, the model is trained iteratively, and the signal control scheme is optimized
continuously to maximize the reward.

3.1. State. Agent learning performance highly depends on the accuracy and comprehen-
siveness of state definition. Therefore, extracting critical state information from complex
traffic scenes is particularly important. To describe the state information more compre-
hensively and accurately, we set two state variables in this work: 1) the state of vehicle
perception behavior; 2) the state of bus priority phase switching.

We define the state of vehicle perception behavior as Sgl). We construct a matrix that
contains the types, location distribution, and turn signal information of vehicles in four
directions of intersections. As shown in Figure 2, we employed DTSE [23] method to mark
the type and location information of vehicles on the lane. We divide the 150m entrance
road into 30 cells on average. We set the length of private vehicles and buses to 5m and
15m. If there is no vehicle in the cell, it is marked as 0; if the cell is a private vehicle,
it is marked as 1; if the cell is a bus, it is marked as 3. Moreover, as shown in Table 1,
the vehicle’s turn signal information is represented by a three-dimensional vector (x,y, z),
where x represents left turn, y represents straight ahead, and z represents right turn.

As shown in Figure 2, the state of vehicle perception behavior in the west is shown as
follows: yellow indicates that there are private cars and need to turn left, orange indicates
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FI1GURE 2. Partial schematic diagram of vehicle perception behavior state

that there are private cars and need to go straight, purple indicates that there are bus
vehicles and need to go straight, and pink indicates that there are buses and need to turn
right.

TABLE 1. Vehicle turn signal lamp state

Vehicle type Turn left | Go straight | Turn right
Buses (3,0,0) (0,3,0) (0,0,3)
Private vehicles | (1,0,0) (0,1,0) (0,0,1)

Finally, the first state Sﬁl) integrates the state of vehicle perception behavior in the
intersection, as shown in Equation 1.

1
St( ) = [SN30*47 SE3O*57 5830*47 SWso*s]T (1)

where, Sy,,,, represents the matrix of the north entrance, 30 x4 represents a matrix of 30
rows and 4 columns. 30 represents the average division of the entrance into 30 cells and 4
represents the number of the entrance. By analogy, Sg,,., represents a matrix of 30 rows
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and 5 columns for the eastern entrance road, Sg,,,, represents a matrix of 30 rows and 4
columns for the southern entrance road, and Syy,,,, represents a matrix of 30 rows and 5
columns for the western entrance road.

We define the state of bus priority phase switching as St@), which obtains through the
following two steps: first, we calculate the priority of each bus; then, we employed one-hot
coding to adjust the signal phase.

First, we calculate the priority of each bus, as shown in Equation 2. When there are
multiple priority requests, Lin et al. [12] proposed a method to determine the priority
by the delay of each bus. Therefore, we calculate the priority of each bus by the current
position and delay of each bus. We use SUMO simulation software to obtain the real-time
position of the bus on the road, and use DTSE method to convert the position of the bus
into a matrix form and express it in P,;. The method can ensure the bus with the largest
P, has a priority on the road.

P.=P,+ D, (2)

where, P, represents the priority level of the bus, P, represents the position of the bus,
D, represents the delay of the bus.

TABLE 2. Bus priority switching phase method

5(2)
Current phase t
phi | pha | phs | pha | phs | phe | phy | phs
WT — ET 1 0 0 0 0 0 0 0
WL —FEL 0 1 0 0 0 0 0 0
NT — ST 0 0 1 0 0 0 0 0
NL - SL 0 0 0 1 0 0 0 0
WT — WL 0 0 0 0 1 0 0 0
NT — NL 0 0 0 0 0 1 0 0
ET — EL 0 0 0 0 0 0 1 0
ST —SL 0 0 0 0 0 0 0 1

Then, we design a bus priority phase switching scheme containing 8 signal phases, as
shown in Table 2. By comparing the current phase with the bus priority switching phase.
If they are the same, we maintain the current phase state; otherwise, we need to use the
one-hot method to set the phase position to be switched as 1 in Equation 3:

S = (pha, pha, phs, pha, phs, phe. pha, phs) (3)

where, phy, phsa, phs, phy, phs, phg, phr, phs represent bus priority phase schemes. The
schematic diagram corresponding to the bus flow direction is shown in Figure 3.

For example, when the current phase is ST — SL, but the bus with the largest P, need
to switch phase is WL — EL. We employed the one-hot method to set phy as 1, and the
remaining phase is set as 0. Finally, we obtain the state sz), and sz) =(0,1,0,0,0,0,0),
as shown in Table 2.

3.2. Action space. The flexibility of action space has an important influence on the
learning of agents. We set the time interval of the agent to select actions as 1 second,
hence, the agent can select actions more flexibly. If the current action is the same as the
previous action, it indicates that the duration of the current phase has been extended. If
the current action is different from the previous one, it indicates that the current phase
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FiGURE 3. Bus priority phase switching direction diagram

scheme has changed. We need to automatically insert a 3-second yellow light phase scheme
to ensure drivers have enough time to react. We design a switching scheme with 8 actions,
as shown in Table 3. For example, if the action is ag. The direction of the traffic flow
corresponds to ag is WT — ET, which means that the vehicles in the east (E) and west
(W) directions of the entrance road go straight (7"). Moreover, the corresponding signal
light color series of this action is (GRRRGGGGRGRRRGGGGR). In addition, we set
the traffic lights in the right turn lane to permanent green.

TABLE 3. Action space of signal lights

Action | Traffic direction Traffic light color Graph of phase

— 1
ag WT — ET GRRRGGGGRGRRRGGGGR

—
aq WL —FEL GRRRGRRRGGRRRGRRRG
s NT — ST GGGRGRRRRGGGRGRRRR | l
as NL—-SL GRRGGRRRRGRRGGRRRR ‘| L
ay WT —-WL GRRRGRRRRGRRRGGGGG —
as NT — NL GGGGGRRRRGRRRGRRRR \ L
ag ET — FL GRRRGGGGGGRRRGRRRR

—
az ST —SL GRRRGRRRRGGGGGRRRR ‘| |

3.3. Reward function. The reward function is important in the design of the model
framework, which plays a vital role in the decision-making of agents’ next action. Reward
functions are divided into two methods: 1) single objective; 2) multi-objective. The sin-
gle objective reward function is to optimize a traffic congestion indicator. For example,
the average delay of vehicles, intersection throughput, and the queue length of vehicles
(14, 22, 26]. In the real world, the optimization of traffic signal control requires com-
prehensive consideration of multiple traffic indicators. The multi-objective rewards can
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optimize multiple objective parameters at one time. Compared with the single objective
method, the multi-objective reward function is more suitable for traffic signal control [27-
29]. Therefore, we propose a multi-objective reward function, as shown in Equation 4,
which contains the average delay of vehicles, intersection throughput, and the green light
duration. We aim to minimize the delay of buses without affecting the throughput of
intersections.

Rt = _Rdelay + Rthroughput - Rgreenfmin - Rgreenfma:(: (4)

where, Rgeiqy represents the average delay of vehicles, including buses and all other vehi-
cles; Rinroughpur Tepresents intersection throughput, including buses and all other vehicles;
Rgreen—min represents the constraints of minimum green light duration; Rgyrcen—mas Tepre-
sents the constraints of the maximum green light duration.

(1) The first part is Rgeiqy, as shown in Equation 5. We aim to reduce the delay of
buses and improve the traffic efficiency of buses.

t Npust t Naut

Rdelay = Z (N:ust Zyk) + Z (Nillt Z%) (5)

i=t—At i=t—At

where, Ny, represents the total number of buses on the entrance at time ¢, N,;; represents
the number of all other vehicles at the entrance at time t. y; represents the delay of the
vehicle k. Because the duration of action selected by the agent is 1 second, the observation
duration is too short to calculate vehicles accurately. Therefore, we use a duration period
At and set it as 20 seconds.

(2) The second part is Riproughputs @s shown in Equation 6. We aim to improve the traffic
efficiency of buses at intersections and ensure the traffic capacity of private vehicles.

t t
Rthroughput = ZTbust + ZTallt (6>

i=t—At i=t—At

where, Tj,s represents the number of buses passing through the intersection at time .
T represents the number of all other vehicles passing through the intersection at time
t.

(3) The third part is Rgreen—min, s shown in Equation 7. If the green light duration is
too short, which could increase the frequency of phase switching. It makes drivers stop
before intersections more frequently.

m

Rgreen—mm - Z(szn - Lmt; O) (7)

1

where, L,,; represents the duration of green light in lane m at time t. G,,;, represents the
minimum green light duration. Xu et al. [30] set the minimum green light time for motor
vehicles as 10 seconds, therefore, we set the minimum green light duration as 10 seconds.
(4) The fourth part is Ry een—mazs as shown in Equation 8. If the green light duration
exceeds the tolerance time of drivers, it will increase the probability of the driver running
the red light.
Rgreenfmax = Z(Lmt - Gmaxa O) (8)
1
where, G4 represents the maximum green light duration. Boltze and Friedrich [31]
suggest that the maximum waiting time for motor vehicles is 120 seconds, and we set the
maximum green light time to 120s.
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4. MP-3DQN Algorithm Framework. In this work, we propose a MP-3DQN (Multi-
process Parallel Double Dueling Deep Q Network) algorithm to deal with the bus sig-
nal control problem. The algorithm combines multi-process parallel, Dueling DQN, and
DDQN to improve the overall performance of algorithm. We introduce DDQN [32] to
solve the overestimation problem. We use two networks with different parameters to eval-
uate and select an action. Then, we employ the multi-process parallel method to improve
the sampling efficiency of the experience pool. Finally, we adopt Dueling DQN to enhance
the learning effect. The MP-3DQN algorithm framework is shown in Figure 4.

Main Net
( S‘m ( Convolutional layer \
Environment | - | '
| Position&Turn light
k (20%18*30*3) k 32 64 128 }
________ -
Total envi?unmental / s \
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F1cURE 4. MP-3DQN Model Framework Diagram

MP-3DQN algorithm framework includes four parts: experience pool, main network,
target network, and loss function. We use the experience pool to store the sample data.
Since the DQN algorithm only generates one sample of data (s, as, s, S¢41) in each iter-
ation, it makes the growth rate of sample data slow, which affects the speed of model
training. Therefore, we propose the multi-process parallel method to improve the sample
sampling efficiency. In addition, it is an important way to improve the efficiency of model
training by enhancing the independence between sample data [33]. When the sample
data in the experience pool reaches a maximum value, we employ the random sampling
method to extract some sample data from the experience pool for training.

The main network selects the actions of agents by three convolution layers and two full
connection layers. First, we put the first state St(l) into three convolutional layers. After
flattening the output result of convolutional layers, we connect it with the second state
St(2). Then, we input the two connected states to F.; and F., full connection layers. In
addition, we employ Dueling DQN [26] to split the output results of F., into two parts:
1) the value of current state V(s); 2) the advantages for each action A(s,a). Finally, we
add V(s) and A(s,a) to get a set of @) values, each ) value corresponds to an action, as
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shown in Equation 9.

Qo ari,8) = V(s ) + (Als1 1) = 17> Alse v ) (9)

at+1

where o and f are the parameters of the two full connection layers. V' (s;; o) represents the
estimation of the value function. A(sy,a; ) represents the estimation of the advantages
of each action. In addition, we employed DDQN to solve the problem of overestimation.
In DDQN, we use the main network to select actions and the target network to calculate
the @ value of actions, as shown in Equation 10.

YPPON — ) 4 vQ(s041, argmaza, Q(sep1, ay; 0);07) (10)

where 0 represents the parameter of the main network. 6~ represents the parameter of
the target network.

The target network has the same network structure as the main network. The difference
between them is that the target network parameter is 6, and the main network parameter
is . Furthermore, we use the target network to evaluate the actions.

We use Mean Square Error(MSE) as the loss function, as shown in Equation 11.

L(0) = E[(r, + vQ(841, argmaz e, Q(s41, a130);07)) — Q(s141, ar; 0)] (11)

The pseudocode of MP-3DQN is shown in Algorithm 1. We propose MP-3DQN to
deal with the problem of bus priority signal control at intersections. The method aims to
reduce the delay of buses without affecting intersection throughput.

First, we adopt the multi-process parallel method to create m simulation environments.
And, we get the state s; through the m simulation environments. The agent uses a greedy
strategy to select action a;, and executes the action a; to get a reward r;. In addition,
the environment produces the next state s;.1. We store all sample data (s, as, ¢, Se11)
into the experience pool. When the number of samples in the experience pool reaches a
maximum value, we start to train the model. Each time we randomly select N samples
from the experience pool for model training. We employ the queue method to remove the
early sample data. This method ensures the newly generated data can be added to the
experience pool.

Then, during the training of neural network, we input the first state St(l) into three
convolutional layers. After flattening the output result of convolutional layers, we connect
it with the second state St(z). And, we input the two connected states to F.; and F., full
connection layers. We use Dueling DQN to split the output results of Fi. into V (s) and
A(s,a). Finally, we add V(s) and A(s,a) to get a set of @) values, and each @ value
corresponds to an action.

Finally, we get the maximum () value through the main network and select the corre-
sponding action through the maximum () value. We adopt the parameter 6 to update
the main network. We employ the parameter = to update the target network. We use
the target network to evaluate each action. In addition, we use MSE as a loss function
to update the parameter 6.

5. System experiment and result analysis.

5.1. Setting of the experimental environment. In this work, we adopt Tensorflow-
GPU-2.7.0 to build a neural network. And we employ the simulation software SUMO-1.8.0
to build road scenes at intersections. We choose the intersection of Qunzhong East Road
and Wuyi Middle Road in Fuzhou as the traffic simulation scene, as shown in Figure 5.
There are 18 entrance roads at the intersection, which are marked with Lg, Lq,..., L
clockwise from the north. We set Lo, L4, Lg, and Lq3 as right-turn lanes, L3, Lg, L1, and
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Algorithm 1: Bus Priority Signal Control Algorithm

Input: max capacity of experience pool M, step number 7, discount factor ~,
greedy €, current samples of experience pool T', batch size N, total steps
S
Output: the parameter 6 of the main network
1 Create m simulation environments
Initialize step number i = 0
Initialize the main network parameter 6
Initialize the target network parameter 6~
while ¢ < S do
if T'< M then
3 According to € greedy strategy to select an action a;
According to a; to get a reward r,
Obtain the next state s;,1
Store the data (s;, a¢, 7, s;11) into the experience pool

4 end
5 else
Remove the oldest samples from the experience pool
Store the latest data (s, as, ¢, s;+1) in the experience pool
Randomly select N samples from the experience pool
Start neural network training
Calculate the @ value of each action in the main network: Q(s;, a;; )
Select the maximum action in the main network: argmaz,,Q(s, as;0)
Calculate the @) value of the action in the target network:
Yo = 7t + YQ (8111, argmaz e, Q(se11, as; 0);07)
Calculate the loss function:
L(0) = E[(r: + vQ(St41, argmaza, Q(Si41,at;0);07)) — Q(S41, ar; 0)]
According to the loss function to update

7 end

8 14+1+1
end while

9 end

Lq7 as left-turn lanes. In addition, we set the remaining entrance roads as straight lanes.
We set the length of the entrance road as 150 meters and divide it into 30 small grids. We
set the length of buses and private cars to 15 and 5 meters, and the length of each bus
corresponds to the size of three small grids. Moreover, we use detectors at each entrance
lane to collect the traffic flow and the state of vehicles.

We design an eight-phase traffic signal to improve the utilization of traffic lights, as
shown in Table 4. In addition, when the traffic light phase changes, we need to automat-
ically insert a 3-second yellow light phase scheme to ensure drivers have enough time to
react. The experimental data is collected from the intersection of Fuzhou East Qunzhong
Road and Wuyi Middle Road during 17:30-18:30, March 16, 2022. The sampling interval
of experimental data is 15min.
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FIGURE 5. Road Network Structure

TABLE 4. Eight-phase of traffic signal

Phase code | Direction of phase | Graph of phase

1 WT — ET

—
2 WL—FEL
3 NT — ST | \
4 NL - SL ‘I L
5 WT —WL —
6 NT — NL \ L
7 ET — FEL

—
8 ST —SL ‘| [

In this work, we set the relevant parameters of the experiment, as shown in Table 5.
We set the simulation time for each round to 6000 seconds and the number of iterations to
150 rounds. We set the action space to 8 to make the agent more flexible when selecting
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actions, so as to improve the throughput of the intersection. We set the capacity of the
experience pool to 20000, the number of samples randomly selected each time to 64, and
the number of simulation rounds to 6. These are to break the correlation between samples
and accelerate the convergence of the model. We set the learning rate to 0.01 and the
discount factor to 0.99. When selecting an action, we will randomly select an action with
a linear decreasing probability. We set the greedy factor to a small value to prevent the
action from changing too fast and failing to achieve the training effect. The number of
simulation rounds is 150. The simulation duration of each round is 6000s. The maximum
capacity of the experience pool is 20000. The total number of simulation environments is
6. The number of action spaces is 8. The number of random samples is 64. The greedy
factor is 0.01. The learning rate is 0.1°. The discount factor is 0.99.

TABLE 5. Initial setting of experimental parameters

Parameter Initial setting
Learning rate « 0.16
Random samples 64
Discount factor ~ 0.99
Action space 8
Experience pool capacity M 20000
Total number of iteration rounds episode 150
Greedy factor e 0.01
Total number of simulation environments m 6
Duration of the simulation cycle 6000

First, when the model starts training, we obtain two state variables St(l) and 5,5(2) from
six simulation environments. In addition, St(l) dimension size is (20 x 18 * 30 x 3), which
means the traffic status in the last 20 seconds, 30 segments in 18 entrance lanes, and 3
kinds of states in turn signal lamp (go straight, turn-left, turn-right). St(2) dimension size
is (8 x 1), which means that there are 8 signal schemes for bus priority switching. We use
greedy strategies to choose actions. We randomly select 64 samples from the experience
pool each time.

Then, during neural network training, we process the first state St(l) through three
convolutional layers. And these three convolutional layers have 32, 64, 128 filters. After
flattening the output result of convolutional layers, we connect it with the second state
5,5(2). We input the two connected states into the full connection layer. The model outputs
a set of ) values with a dimension size of (8 * 1).

Finally, we choose actions through the main network and evaluate each action through
the target network. We update the parameter through the loss function.

5.2. Analysis of experimental results. In this experiment, we set 150 simulation
rounds. In addition, we choose the average delay of vehicles and the throughput of
intersections as the evaluation indicators. The performance of MP-3DQN is compared
with three models: 1)traditional DQN [35]; 2) fixed signal timing (FST) [36](we set the
duration of each phase to 40 seconds); 3) the latest 3DQN. We use 3DQN as the baseline
for comparative experiments.
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5.2.1. Awverage delay of vehicles. At the end of each simulation round, we calculate the
average delay of all other vehicles and buses, as shown in Figure 6(a) and Figure 6(b).
From these two figures, we can see that MP-3DQN is better than the other three models
in reducing the average delay of all other vehicles and buses.

From Figure 6(a), the average delay of all other vehicles in FST is 59 seconds. In DQN,
the fluctuation amplitude of the curve after 100 iterations starts to decrease. In DQN,
the average delay of all other vehicles fluctuates between 75 and 95 seconds, and the
stability of the model is poor. In 3DQN, the average delay of all other vehicles is reduced
from 172 seconds to 60 seconds after 65 iterations. Then, 3DQN starts to converge and
the convergence value is about 43 seconds. We propose that MP-3DQN can reduce the
average delay of all other vehicles to about 35 seconds after 28 iterations. Compared with
3DQN model, MP-3DQN reduces the average delay of all other vehicles by 18.6%, and
MP-3DQN converges faster than 3DQN.

From Figure 6(b), the average delay of buses in FST is 69 seconds. In DQN, the
fluctuation amplitude of the curve after 110 iterations starts to decrease, and the average
delay of buses is about 75 seconds. In 3DQN, the average delay of buses is reduced from
183 seconds to 60 seconds after 85 rounds of iteration. Then, 3DQN starts to converge
and the convergence value is about 60 seconds. MP-3DQN can reduce the average delay of
buses to about 46 seconds after 32 iterations. Compared with 3DQN, MP-3DQN reduces
the average delay of buses by 23.3%.

5.2.2. Throughput of intersections. At the end of each simulation round, we calculate
throughput of all other vehicles and buses, as shown in Figure 7(a) and Figure 7(b).
From these two figures, we can see that MP-3DQN slightly improves over the other three
models in throughput of all other vehicles and buses.

From Figure 7(a), the throughput of all other vehicles in FST is 3150. In DQN, the
throughput of all other vehicles fluctuates greatly and the stability is poor. In 3DQN,
the throughput of all other vehicles increases from 510 to 3300 after 65 iterations. MP-
3DQN can improve the throughput of all other vehicles to about 3350 after 30 iterations.
Compared with 3DQN, MP-3DQN slightly improves the throughput of all other vehicles.

From Figure 7(b), the throughput of buses in FST is 350. In DQN, the throughput
of buses fluctuates greatly and the stability is poor. In 3DQN, the throughput of buses
increases from 50 to 360 after 75 iterations. MP-3DQN improves the throughput of buses
to about 370 after 36 iterations. Compared with 3DQN, MP-3DQN slightly improves the
throughput of buses.
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6. Conclusion. In this work, we propose an intelligent signal timing optimization model
with bus priority based on multi-process experience pool, named MP-3DQN. The model
can give priority rights to buses at intersections, and reduce the delay of buses without
affecting the throughput of intersections. we apply MP-3DQN to an intersection in Fuzhou
and compare it with the FST, DQN, and 3DQN. Experiments show that MP-3DQN is
superior to other algorithms in reducing the average delay of buses, and has achieved
good results.

1 We consider the turn signal state of the vehicle and the bus priority switching scheme,
which not only can provide a basis for the agent in action selection but also solve
the problem of bus response conflict.

2 We propose a multi-process parallel method to improve the efficiency of the experi-
ence pool. The method not only improves the convergence speed but also reduces
the correlation between samples.

3 We propose a multi-objective reward function. The reward function constrains green
light duration and optimizes the average delay of vehicles and intersection through-
put. The method reduces the number of vehicle stops and the delay of vehicles.

Although the experimental results have achieved the expected results, there are still
some limitations. Our current research work is the signal control of bus priority at single
intersection. The main solution is to reduce the average delay of buses at intersections
without affecting the throughput of intersections. In the future, first of all, we will further
subdivide the types of other vehicles, such as fire engines, ambulances, police cars and
trucks, to make the simulation effect closer to reality. Then, our current model is applied
to the case of single intersection.
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