Journal of Network Intelligence

Taiwan Ubiquitous Information

(©2023 ISSN 2414-8105 (Online)

Volume 8, Number 3, August 2023

Long Document Extractive Summarization Method
Based on Pre-training Model and Transformer

Xinxin Zhou*

School of Computer Science
Northeast Electric Power University
Jilin, Jilin, China
zxxH1Qqq.com

Yuechen Guo

School of Computer Science
Northeast Electric Power University
Jilin, Jilin, China
gyc1998625Qgmail.com

Yuning Huang

School of Computer Science
Northeast Electric Power University
Jilin, Jilin, China
m18757944766Q163.com

Yuming Yan

School of Computer Science
Northeast Electric Power University
Jilin, Jilin, China
yumingyandoffodil@163.com

Maoyuan Li

School of Computer Science
Northeast Electric Power University
Jilin, Jilin, China
734405854@Qqq.com

*Corresponding author: Xinxin Zhou

Received October 7, 2022, revised December 5, 2022, accepted February 23, 2023.

913



914 X. Zhou, Y. Guo, Y. Huang, Y. Yan and M. Li

ABSTRACT. Due to the acceleration of the era of big data, more and more text resources
are uploaded to the Internet. In many scenarios, long texts will be processed. These
long text data have many problems of information redundancy and information overload,
resulting in the text summary model. The robustness decreases when it is processed.
Aiming at the problem that the model cannot be trained due to the lack of labeled data
and sentence vectors procured is complicated, a summarization extraction model for long
documents is proposed in this paper. First, aiming at the problem that the supervised
model cannot be trained due to the lack of labeling of the original data source, a novel
weighted similarity index is proposed to label the original data source and construct the
training data. Second, in the coding stage, the pre-trained BERT model is introduced to
code processing of the text data. The identifier is adopted in embedding layer to identify
the sentence. And a sentence vector comstruction method based on the combination of
average pooling and mazimum pooling is proposed. The word vector is processed by sug-
gested programmed to obtain the sentence vector. Finally, the Transformer model is used
to learn sentence vector features, and extracted summarization is acquired after training
and classification. To confirm the effectiveness of suggested means, a comparative ex-
periment is carried out on the CAIL2020 dataset. The experimental results reveal that
the method has good performance on the three Rouge indicators, and the accuracy of
extracting summaries are improved, Laying the groundwork for follow-up research.

Keywords: Extractive Summarization, Transformer, BERT, Weighted Similarity

1. Introduction. Text summarization technology refers to condensing, summarizing,
and refining the content of large-scale digitized texts to generate a concise summary that
can reflect the theme of the text, thereby helping readers quickly obtain useful informa-
tion contained in the original lengthy documents. Text summarization technology is an
important means to solve information redundancy, and is widely used in many domains
such as news [1], medicine [2], and justice [3]. Long text summarization is a branch of the
text summarization domain that has the characteristics of long text length and large infor-
mation content. Compared with English texts, synonyms and synonyms in long Chinese
texts are confused with each other, that fetches certain difficulties for semantic analysis
of the text. On the basis of a disparate generation ways for text summarization, there
are mainly two methods: extractive abstract and generative abstract. Extractive abstract
[4, 5, 6, 7] is to directly select phrases or sentences that can represent the main content
of the primeval text in the original text, and obtain a sententious summary after splicing.
Generative abstracts [8, 9, 10] refer to the generation of words, phrases, and sentences
that do not exist in the original text through the understanding and simplification of the
primeval text and form a sententious summary that can represent the original content.
Many researchers have explored the generative approach to extractive summaries. Some
scholars have proposed the use of statistical methods for extraction tasks, which are mainly
based on features such as word frequency and sentence position information. Aone et al.
[11] used TF-IDF to capture important words in sentences and score them according to
their importance to obtain summaries. The essence of the abstract extraction method
based on statistical methods [12, 13, 14, 15] is to judge the importance of words and
sentences through features and extract the most important sentences to form summaries.
With the development of deep learning in the natural language processing domain, neural
networks perform summarization tasks by obtaining semantic information by learning
data and using vectors to represent corresponding words. A convolutional neural network
(CNN) [16] is an efficient feature extractor in the natural language processing domain.
Another classic network is the recursive neural network (RNN) [17, 18], which can capture
sentence-level features regardless of sentence length and learn the current word at each
time step by memorizing the previous text, thereby obtaining long-distance dependencies.
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The features extracted by the above methods cannot express the semantics well, and
they cannot solve problems such as polysemy. For the sake of figuring out the above
problems, Liu [19] proposed a BERT-based method for the extractive summarization
assighment. BERT (Bidirectional Encoder Representations from Transformers) [20] is
a new language model proposed by Google researcher Devlin et al. in 2018 and has
achieved excellent results in 11 natural language processing (NLP) tasks. The main
structure of BERT is stacked with encoders of Transformer [21], which can effectively
improve the effect of downstream tasks and solve the problem of polysemy to a certain
extent. By modifying the input sentence, coding it into sentence units to obtain document-
level output, introducing contextual information into it, and introducing BERT into the
extractive summary generation task, Liu achieves excellent results.

Due to the acceleration of the era of big data, more and more text resources are uploaded
to the Internet. In many scenarios, long texts will be processed. These long text data
have a large number of problems of information redundancy and information overload,
resulting in the text summary model. The robustness decreases when it is processed.
Compared with the problems of small amount and slight data redundancy in conventional
text summarization, the problem of text summarization of long texts is mainly that there
is a large amount and heavy redundant information. Due to the length limit of the model
processing text data, too long text will cause the model to fail to extract accurate feature
information from the text, which is manifested as a reduction in training speed and a
decrease in model performance. Therefore, long text data in text summaries is more
difficult to process than general data, and super-long text data with longer text length
will not only make the problems such as data redundancy to be solved more serious,
but also increase the processing burden of the model and problems such as unregistered
words, and ultimately lead to more duplicate data and useless data generated by the
model. Therefore, this paper mainly studies the BERT extractive abstract generation
method in long text. At present, the main challenges in the field of long text abstract
extraction are as follows:

1) Long text summarization data usually lacks labeled data, and the training of neural
networks requires labeled data for training, so it is necessary to construct a reasonable
data labeling method.

2) Traditional vectorization coding methods such as Word2vec do not consider poly-
semy, static vectors are difficult to obtain context features, and cannot be better applied
to long texts, which affects the generation of subsequent summaries of the model.

3) Compared with short text, the model is more difficult to extract features when
processing long text, and will make the model more complicated and require more training
time.

The paper puts forward the abstract generative approach based on pre-training model
and Transformer. This article mainly has certain innovation in the following aspects:

1) Aiming at the problem that long text summarization data lacks extractive labeling, a
weighted similarity data labeling method is adopted. The original data source is processed
by constructing a weighted similarity index, and the original unlabeled data is converted
into labeled data to make data preparation for subsequent model training.

2) Introduce the BERT pre-trained model to code text data, and introduce identifiers in
its embeddings layer to identify sentences. A sentence vector construction method based
on the combination of average pooling and maximum pooling is proposed in the coding
output stage. The proposed method processes the word vector to obtain the sentence
vector. Finally, the use of the Transformer as the extraction body model is introduced to
improve the ability to process long texts.
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3) To demonstrate the effectiveness for a suggested approach, relevant experiments were
put into effect. The experimental consequences display that the means achieves better
results than other extractive summarization methods.

The rest of this paper is arranged as follows: Section 2 provides a detailed introduction
and explanation of the proposed method. Section 3, conducts experiments and analyzes
the experimental results. Section 4 summarizes the full text and points out future research
directions.

2. Related works. Correct coding representation of text is the basis for text summa-
rization, text classification, and other related tasks in the natural language processing
(NLP) domain [22, 23]. Existing research employment has exhibited that using the be-
nign language model to text representation could effectively enhance the performance of
downstream assignments. To better represent text and reduce costs, Google Labs pro-
posed the Word2Vec model to represent text information [24]. This method can generate
low-density, low-latitude representations and introduce semantic information. Glove [25]
improved Word2Vec, replacing the objective function and weight function so that it could
be trained on the large-scale corpora, which has the characteristics of fast training speed.
However, the word vector generated by this method is static, and the problem of polysemy
is not considered, so it is difficult to obtain contextual features for long texts.

Therefore, the performance of different NLP tasks can be significantly improved by
pre-training word embedding methods on large-scale corpus [26, 27]. Kenton et al. [20]
proposed the BERT pre-trained model based on Transformer. BERT is a bidirectional
language model that can better consider contextual information and capture long-distance
dependencies more efficiently. Thanks to the particularity of the structure of the BERT
model, it has made major breakthroughs in the fields of medicine and cross-modality
28, 29, 30]. BERT can dynamically represent words according to the contextual content of
the current words, which could effectively settle a matter of polysemy of word, then is more
suitable people’s verbal comprehension. BERT is to code vectors in units of words, which
can be calculated with the text related assignments [31], but the automatic generation of
text summarization is more suitable for coding in units of sentences. Therefore, inspired
by this, this paper improves the BERT coding method and obtains sentence-level features
by performing sentence-level embeddings in units of sentences. See Chapter 2 for details.

In the wake of rapid advancement for the machine learning, deep learning methods have
gradually become the mainstream methods in the NLP domain. Rush et al. [32] was the
first to use the deep learning method in the text summarization domain. This method
introduces local attention into the model, generates a summary set according to the sen-
tence, and then uses Rouge to score to obtain the final summary. However, this method
cannot handle long text data well. Ling [33] introduced a hierarchical attention mecha-
nism. The first layer selects keywords from the text, and then performs post-processing
through the Seq2Seq model’s afferent second layer. The attention model is trained by
reinforcement learning. This method can process long texts, but the performance is not
high. Cohan et al. [34] proposed a summary model, which introduces a hierarchical
encoder and a perceptual decoder to improve the information acquisition ability of the
model. Xiao et al. [35] proposed a multi-level encoder that combines section-level and
sentence-level information. Cui et al. [36] proposed obtaining longer contextual infor-
mation by sliding coding on chapters, which improves the receptive field of the model.
Huang et al. [37] designed an efficient Transformer model with sparse attention to ex-
traction, saving training time and greatly improving the efficiency of the model. Cao et
al. [38] proposed incorporating text structure into the calculation of attention score and
injecting hierarchical deviation. However, such methods based on the BERT model are
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usually applied to the abstract generation of short texts, and the complexity of processing
long texts increases quadratic with the input length, which means they cannot be well
applied to the task of long text summarization of thousands of words, let alone very good
attention to the semantic relationship between sentences [39, 40, 41, 42, 43].

3. Extractive Summarization Method Based on Pre-training Model and Trans-
former.

3.1. Data Construction Based on Weighted Similarity. When conducting super-
vised deep learning model training, supervised data is the premise of model training, and
data’s quality will affect an effect of training. Existing data construction methods often
only focus on one indicator, such as Rouge-1 and Rouge-2, but a single indicator cannot
fully reflect the similarity of the data. Multiple indicators can better reflect the similarity
of the data. Therefore, in order to improve data quality and enhance an impact of model
training, the paper comes up with the data preprocessing method based on weighted
similarity. First, divide the original data source according to punctuation to construct
fine grain clauses. Then, a weighted similarity method is constructed according to the
three evaluation indicators, each sentence of the reference abstract and the original text
is weighted to solve, and the top-K sentences before similarity are selected and put into
the candidate set. Figure 1 shows the data preprocessing process.

Among them, there are "M” sentences in the original text, and there are "N” sen-
tences in the reference abstract, X = {z,29,..., 25} , 7 X" is the original text. ¥ =
{y1,y2,...,yn},Y delegate a reference abstract. Experimental analysis and comparison
according to 3.3.1, we construct the weighted similarity index according to the ratio of
Rouge-1, Rouge-2, and Rouge-L according to 2:2:6, as shown in Equation (1).

Fs(z;y;) = 0.2"Rouge — 1 + 0.2" Rouge — 2 + 0.6" Rouge — L (1)

Where F's(x;y;) is the similarity score between x; and y;. According to the above
weighting method, Solve the similarity index between the reference abstract y;(j € N)
and the original sentence z;(i € M), and the score S;; = F's (x;y;) of each sentence is
obtained. According to score matching, the first top- K sentence corresponds to each

reference abstract X :
Extracted sentences B

A

Top-K
XK e XK
[ Weighted similarity ]
Y1 X1 Xy In X1 Xy
Original document Reference document

F1GURE 1. Data transformation method based on weighted similarity
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XK:tOP—K(FS(l’i,yj)),$iGX,ijY (2)

Then, select among the remaining sentences, and judge whether the connection between
the sentence and the selected sentence can improve the similarity index score until the
iteration of all remaining sentences is completed. The sentences corresponding to the
final candidate set are marked as 1, and the remaining sentences are marked as 0, in the
experiment we set K to 1.

3.2. Vectorization Method Based on Improved BERT. Since BERT vectoriza-
tion is a word embedding-based method, it can be more suitable for paragraph or short
sentence tasks, but not suitable for document-level tasks such as long text extraction
summarization. Therefore, in order to accomplish the long-text summarization extrac-
tion assignment, the BERT embeddings representation method needs to be improved.
An idea for ameliorate could be to add the "< CLS >” and "< SEP >" logo before
each sentence to obtain the document-level sentence logo. And abandoning truncation,
a sentence vector representation method is proposed. By pooling the word vector with
sentence identification after BERT coding, and combined with maximum pooling, the
sentence vector is obtained. For long texts much larger than 512 characters, abandoning
text truncation greatly reduces information loss and ensures that the model can receive
all the information. The text input TFE is:

TE =<CLS >, X,<SEP >,..., < CLS >, X,y < SEP > (3)

< CLS > and < SEP > are symbols used by the BERT model to classify or summarize
sentences, where < C'LS > intervals sentences. The embeddings layer converts the text
content into a vector {TEv;} 1, = {TEv,TEv,,...,TEuvy}, where TEuv; is calculated
in Equation (4):

TEy, = TEY* + TE;* + TE' (4)

In Equation (4), T E!* represents the mark of the sentence, T'E;“’ represents paragraph
information, T'EY* represents position information, and 4 is the i -th sentence in the text.
BERT is composed of multiple Transformer encoders in series. The vector obtained
by Equation (4) is input into L consecutive Transformer, each Transformer consists of a
multihead attention mechanism a%d a feedforward network. The vector is encoded as a
deeper representation T'% = {TF} " = {T{¢, T, ..., Ty} , where TF =T}, TS, ... Tk,

where n is the total of n word vectors in the sentence.

I Transformer (T Evy, ..., TEvy),L =1
T = L1 L1 (5)
Transformer (T1 oo I ) SM>L>1

In Equation (5), T* is the T Ev, vector processed by the L layer Transformer. T is
composed of corresponding multiple word vectors, but the scattered word vector cannot
be used as a sentence vector, so average pooling is performed on all word vectors in
a sentence, and combined with maximum pooling, and the pooling result is used as a
sentence vector, as shown in Equation (6):

TL:%<%ZT$+max (Zﬂ?)) (6)

JjEN JjEN
Where TZ? is the word vector in the T sentence, n is the number of word vectors in
the sentence, and T* refers to the sentence vector after combining average pooling and
maximum pooling.

3.3. Model Flow.
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3.3.1. Data Preprocessing. Firstly, denoising the text data, eliminating excess punctu-
ation and spaces in the original data source and summary data, which will affect the
subsequent segmentation effect. Then divide the sentences to construct fine grain clauses,
and then the weighted similarity method is constructed according to the Equation (1)
proposed in Section 3.1, and the similarity score is solved according to the Equation (2)
according to this method, and the training data is constructed.

3.3.2. Embeddings Representation. Improve BERT embeddings. represent text according
to Equation (3), increase sentence identification, and obtain embedding representation of
text according to Equation (4) to prepare for vectorization.

3.3.3. Sentence Vector Acquisition. Using the BERT model as the encoder, the text is
vectorized according to the Equation (5) through the 12-layer Transformer Model, and
then Average pooling of the word vectors in the acquired sentences by formula Equation
(6) and combine with the maximum pooling, and the average pooling result is used as
the sentence vector.

3.3.4. Ezxtractor. After obtaining the sentence vector, fine-tuning is performed by building
an extraction layer, multiple Transformer layers are applied in the sentence representation;
and deeper document-level features are obtained through the output of the coding layer,
as shown in Equation (7) and Equation (8):

hb = LN (h"' + MHAtt (h"1)) (7)

ht = LN (ﬁL + FFN (BL>) (8)

Where L represents the number of stacked Transformer layers, M H Att represents the
multi-head attention mechanism, LN is the layer normalized, and F'F'N is the feedforward
neural network.

3.3.5. Training Loss. After Transformer extraction, the final representation of the text
is afferent to the output classification layer, and the prediction result is mapped to the
interval of (0,1) through the sigmoid-based classifier, as shown in Equation (9):

Y; = sigmid (Wen* +1°) (9)

b’ and W are the parameter deviation and weight required to train the model, and ;
represents the predicted fraction (¢; € [0,1]) for each sentence of the text. h refers to
the vector Transformer the Lth layer (top layer).

Using cross-entropy as the model loss function during the training phase, the calculation
Equation (10) is:

F= Z —yilogg; — (1 — y;) log (1 — 4;) (10)

Where y; represents the real label of the text sentence with a value of 0 or 1. The model
is trained to minimize the cross-entropy loss between the real label and the predicted score.
The overall method architecture is shown in Figure 2.

4. Experiment and Analysis.
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Data Construction Weighted similarity

Input Docurment ﬁi-ii-ii-
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Token Position |
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Vectorization Pre-trained Transformer Language Model

ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ

Mean Pooling

Sentence Vector

) ) )
Extract Model | Multi Transformer layers |
Classifier | Sigmoid classifier |

Sentence Scores V1 V2

Output

FIGURE 2. Architecture of the model

4.1. Experimental Dataset. This paper uses two-part dataset provided by CAIL2020,
namely CAIL-small including 4047 pieces of data, and CAIL-big including 5437 pieces of
data, The length distribution of the data set is shown in Figures 3, 4. The original data
source is distributed into a training set and a test set in an 8:2 ratio.

The average length of the original input data is 2568 words, and the maximum number
of words is 13064, of which 99% of the input data length is greater than 1000, and most
of the input data length is concentrated between 2000-3000 words; the average length
of the abstract data is 283 words, and the maximum number of words is 474, of which
95% of the abstract data length is greater than 327, and the training data statistics are
shown in Table 1. By analyzing a dataset, it can be seen that this is a text summary task
with 3000 words input and 300 words output, so this data set belongs to the long text
summary dataset.

TABLE 1. Training Data Statistics

Total Source Mean Standard Devia- Max Minimum
tion
0484 Input 2568 1122 13064 866
Output 283 36 474 66

4.2. Experimental Evaluation Criteria. The paper employs the three widely used
indicators Rouge-1, Rouge-2, and Rouge-L on the text summarization domain and calcu-
lates the accuracy rate (P), recall (R), and F'1 value of each indicator for experimental
comparison. The calculation methods of P, R, and F'1 of Rouge-1 and Rouge-2 are as
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follows:

_ extractedsummary Nre ferencesummary (11)

b= extractedsummary
R extractedsummary N re ferencesummary (12)

B re ferencesummary

2PR

F1= 13
P+ R (13)

Rouge-1 refers to the unary overlay between the extracted abstract and the key abstract,
and Rouge-2 refers to the binary overlap between the extracted abstract and the reference
abstract. The P, R, and F'1 calculation methods of Rouge-L are as follows:

LOS(X,Y)
F)lcs — T (14>
 LOS(X.Y)
RZCS - |Y| (15)
2
Fioy = L ) Po e (16)

52 Plcs + Rlcs

LCS(X,Y) refers to the length of the longest common sub-job family (LCS) between
the extracted digest X and the reference digest Y. | X| refers to the word’s number with
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an extracted digest, the |Y| refers to the word’s number in the reference digest. g is the
acquiescent parameter, set one.

4.3. Experimental Baselines Model and Model Parameter Setting. The experi-
mental environment is Ubuntu, Pytorch, and 8 GPUs (NVIDIA A100 GPUs with 40GB
of memory). 1. The coding layer is initialized with the 'RoBERTa-base’ model weight for
text coding, the layers = 12, the hidden layer = 768, and the attention headers = 12; 2.
For the abstract extraction layer, some layers are stacked Transformer Model and Hidden
Layer = 768. Use the Adam optimizer for model optimization, 8; = 0.9, 85 = 0.999, and
the learning rate is set to le-6.

The comparison models used mainly include the following models:

LEAD [44]: This method was the baseline method for summarizing tasks.

TextRank [45]: This method introduced graphs into summary tasks.

Word2Vec+fully connected Classifier: The method used the Word2Vec model for vec-
torization and fully connected classifiers for binary classification.

BERT+ fully connected Classifier: This method was a method proposed by Liu [19],
which used the BERT model to replace the traditional word vector method as the encoder.

BERT+ LSTM: This method was proposed by Liu [19], and abstracts were extracted
through the Bi-LSTM neural network.

BERT+ CNN: This method was proposed by Sun et al. [3] to introduce the CNN model
into the summarization task.

BERT+ Transformer: This method was proposed by Liu [19] and used the Transformer
as the extraction model.

4.4. Experimental Results and Analysis.

4.4.1. Results and analysis based on different weighted similarities. This part experiments
and analyzes different weighted similarity ratios. We set up two controlled experiments,
9 and 12 controlled experiment groups, and introduced the BERT-Base model for text
vectorization, using the most used CLS vector as the sentence vector. In the first part
of the 9 experiments, we first set up 3 groups of data construction methods that only
consider one Rouge indicator, which is also the main method used in the existing work.
In addition, we set up 6 groups of data construction methods that consider three Rouge
indicators at the same time, and set the weights of the three indicators more evenly, as
shown in Table 2; through analysis of the experimental results in a first part, we found
that Rouge-1 and Rouge-L have a relatively high impact on model indicators. Therefore,
in the 12 groups of experiments in the second part, we increased the weights of Rouge-
1-F1 and Rouge-L-F1 respectively, and analyzed the experimental results, as shown in

Table 3.

model metric graph---rouge-1 model metric graph--rouge-2 model metric graph---rouge-L

FiGURE 5. The weight ratio is 0:0:10
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TABLE 2. The first set of control experiments

Proportion Rouge-1-F1 Rouge-2-F1 Rouge-L-F1

10:0:0 40.89 24.80 33.43
0:10:0 39.27 23.47 31.20
0:0:10 41.81 25.31 34.16
4:3:3 35.34 21.02 27.57
3:4:3 33.67 20.38 27.79
3:3:4 36.08 22.47 29.27
2:4:4 32.75 19.02 25.09
4:2:4 31.29 19.84 25.16
4:4:2 31.83 19.75 25.17

TABLE 3. The second set of control experiments

Proportion Rouge-1-F1 Rouge-2-F1 Rouge-L-F1

6:2:2 35.25 22.07 28.91
2:6:2 39.62 23.63 32.06
2:2:6 45.10 26.19 35.92
5:2:3 34.59 21.88 28.48
3:2:5 35.79 22.49 29.39
4:1:5 35.74 22.62 29.42
5:1:4 31.82 19.60 26.03
6:1:3 33.99 21.03 28.13
3:1:6 37.58 23.56 31.14
4:0:6 36.93 22.62 29.58
6:0:4 39.20 22.95 31.08
5:0:5 38.93 22.63 30.99

rmodel metric graph---rouge-1 model metric graph-—-rouge-2 madel metric graph---rouge-L

06

04

F1GURE 6. The weight ratio is 2:2:6

4.4.2. Results and analysis based on different models. This part mainly explores the model
performance based on several extraction models. We choose LSTM, CNN, Transformer
Model as extraction models to verify the superiority of this method.

(1) Research on Extraction Method Based on LSTM

This part uses LSTM as the extraction model, and introduces three BERT models for
text vectorization, namely BERT-base, BERT-Ext, and RoBERTa, and uses four vector-
ization construction methods under each model, namely the most common CLS vector to
represent sentence vector, and the average pooling and maximum pooling vectorization
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methods are introduced. Finally, the PoolMax vectorization construction method com-
bining average pooling and maximum pooling proposed in this paper is used. We have
carried out a large number of comparative experiments to verify the superiority of the
method proposed in the paper. As shown in Table 4, we can see that under each BERT
model, the PoolMax vectorization construction method we proposed can achieve the best
property, and best model performance is achieved under RoBERTa. Rouge-1-F1, Rouge-
2-F1, Rouge-L-F1 reached 49.84, 29.09, 38.50 and other index scores, respectively. Finally,
the evaluation indicators are visualized to prove the correctness of the index scores, as
shown in Figure 7.

mode| metric graph---rouge-1 model metric graph---rouge-2 model metric graph---rouge-L

—r oss{ P =t
= = G |
— —t —
s 040
035
0s 04
04
03
03
)

FIGURE 7. Evaluation index distribution based on LSTM

TABLE 4. F1 score based on LSTM

Model Method Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
BERT-base CLS 45.10 26.19 35.93
Average 44.42 25.98 34.70
Max 48.54 27.49 37.62
PoolMax 49.97 28.51 37.71
BERT-Ext CLS 43.22 25.23 33.95
Average 48.86 28.22 38.13
Max 49.03 27.81 36.41
PoolMax 49.42 28.55 38.07
RoBERTa CLS 40.89 24.28 32.92
Average 48.98 28.13 38.14
Max 49.71 28.21 37.51
PoolMax 49.84 29.09 38.50

In this part, for the sake of study the impress of extracting the number of model layers
for model property, we fixed all parameters, and used the above RoBERTa model and
the proposed PoolMax vectorization method to explore the model performance at layers
1-6, as shown in Table 5. Through analysis, it is observed that when number of LSTM
layers is 2, the model performance is relatively optimal, and the highest index scores are
achieved in Rouge-1-F1 and Rouge-2-F'1, and the score on Rouge-L-F1 is only lower than
the score of 5-layer LSTM.

(2) Research on Extraction Method Based on CNN

In this part, CNN is used as the extraction model, and three BERT models are intro-
duced for text vectorization, namely BERT-base, BERT-Ext, and RoBERTa, and four
vectorization construction methods are used under each model. The most common CLS
vector represents the sentence vector, and the average pooling and maximum pooling
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TABLE 5. F1 scores of LSTM with different layers

6layer Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
1 48.88 27.71 35.99
2 49.84 29.09 38.50
3 47.46 26.48 35.85
4 48.13 26.79 38.62
) 47.66 27.51 38.66
6 48.14 26.15 37.60

vectorization methods are introduced. Finally, the PoolMax vectorization construction
method combining average pooling and maximum pooling proposed in this paper is used.
As shown in Table 6, we can see that under each BERT, our suggested PoolMax vectoriza-
tion construction method can obtain better performance. And the best model performance
was achieved under RoBERTa. Rouge-1, Rouge-2, Rouge-L reached 51.61, 36.77, 46.00
and other index scores, respectively, and only Rouge-1-F1 score was lower than Pool’s
index score. Finally, the evaluation index was visualized to prove the correctness of the
index score, as shown in Figure 8.

TABLE 6. F1 score based on CNN

Model Method Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
BERT-base CLS 40.94 31.34 38.96
Average 47.14 32.60 40.61
Max 48.68 34.81 44.43
PoolMax 52.77 36.00 42.70
BERT-Ext CLS 50.42 33.52 42.56
Average 51.79 34.36 43.43
Max 50.33 34.37 44.15
PoolMax 50.18 35.55 44.76
RoBERTa CLS 51.72 33.71 43.18
Average 52.50 34.10 43.43
Max 48.42 32.92 42.15
PoolMax 51.61 36.77 46.00

FI1GURE 8. Evaluation index distribution based on CNN

In this part, for the sake of study the impress of CNN layers for model property,
we fixed all parameters, and used the above RoOBERTa model and the proposed PoolMax
vectorization method to explore the model performance at layers 3-6, as shown in Table 7.
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Through analysis, it is observed that when CNN has 6 layers, the performance is optimal,
and the highest index scores are achieved in Rouge-1-F1, Rouge-2-F1, and Rouge-L-F1,
reaching 51.61, 36.77, and 46.00 respectively.

TABLE 7. F1 scores of CNN with different layers

layer Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
3 44.60 32.19 40.39
4 47.60 33.35 42.89
5 46.45 32.81 42.53
6 51.61 36.77 46.00

(3) Research on Extraction Method Based on Transformer

This part takes Transformer as the extraction model, and introduces three BERT mod-
els for text vectorization, namely BERT-base, BERT-Ext, RoBERTa, and uses four vec-
torization construction methods under each model, respectively, the most common CLS
vector to represent the sentence vector, and the average pooling and maximum pooling
vectorization methods are introduced, and finally the PoolMax vectorization construction
method combining average pooling and maximum pooling proposed in this paper is used.
As shown in Table 8, we find that under each BERT, the suggested PoolMax vectorization
construction method can achieve the best performance, and the best model performance
is achieved under RoBERTa. Rouge-1, Rouge-2, Rouge-L reached 56.37, 33.39, 46.41 and
other index scores, respectively. Finally, the evaluation indicators are visualized to prove
the correctness of the index scores, as shown in Figure 9.

TABLE 8. F1 score based on Transformer

Model Method Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
BERT-base CLS 49.64 28.60 37.94
Average 50.46 32.06 39.61
Max 49.37 27.88 37.74
PoolMax 51.50 33.62 39.17
BERT-Ext CLS 50.40 29.70 38.33
Average 51.45 30.33 40.20
Max 52.91 31.02 41.57
PoolMax 53.29 31.88 44.38
RoBERTa CLS 47.60 26.98 36.35
Average 53.24 33.34 40.57
Max 54.29 32.17 41.94
PoolMax 56.37 33.39 46.41

In this part, for the sake of study the impress of the figure of Transformer layers for
model performance, we fixed all parameters, and used the above RoBERTa model and
the proposed PoolMax vectorization method to explore the model performance in layers
1-6, as shown in Table 9. Through analysis, it can be seen that when the number of
Transformer layers is 2, the model property is correspondingly optimal, and the highest
index scores are achieved in Rouge-1 and Rouge-2, reaching 56.37 and 33.39 scores, and
the score on Rouge-L is only lower than the score of the third layer Transformer.

4.4.3. Results and analysis based on different methods. This section analyzes the results
between different methods. Table 10, 11, and 12 show the results of different methods in
P, R, and F'1 of Rouge-1, Rouge-2, and Rouge-L, then analyze the consequences.
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FIGURE 9. Evaluation index distribution based on Transformer

TABLE 9. F1 scores of Transformer with different layers

layer Rouge-1-F1 Rouge-2-F1 Rouge-L-F1
1 95.35 33.16 44.37
2 56.37 33.39 46.41
3 55.72 33.25 46.69
4 51.58 30.09 42.35
5 49.61 27.59 38.90
6 46.51 26.56 35.80

As can be seen from Tables 10, 11, and 12, the property for our means in the paper is the
best upon the three evaluation indicators. In this method, P, R and F'1 reached 60.14%,
56.18% and 56.37% respectively on Rouge-1, 38.10%, 32.20% and 33.39% on Rouge-2, and
49.34%, 46.31% and 46.41% on Rouge-L, which reveals that proposed means in the paper
is effective, and our model improves the score index of F'1, which is due to the improved
ability to extract document-level features and the ability to understand the context. First,
experiments reveal that a current supervised summarization means based on a neural
network is significantly better than unsupervised methods such as LEAD and TextRank.
second, experiments reveal that text vectorization means based on BERT is better than
Word2Vec, Glove, and other vectorization methods under the condition of ensuring that
the extraction parts are the same; third, use BERT for text vectorization and compare
the results of different neural network models. This method achieves better results under
the three evaluation indicators. Compared with BERT + Transformer, this method is
effective in Rouge-1-F1, Rouge-2-F1, and Rouge-L-F1 increased by 6.73%, 4.79%, 8.74%
(from 49.64% to 56.37%, from 28.60% to 33.39%, and from 37.94% to 46.41%). This
shows that the proposed improved strategy can obtain better property indicators, and
the property of the method is better. Figure 10 shows the score comparison of Rouge-1-
F1, Rouge-2-F1, and Rouge-L-F1 between different methods. It can be seen in Figure 10
that this method achieves the best property on Record-Oriented Understudy for Gisting
Evaluation-F'1 score.

5. Conclusion. In the paper, a long text summarization extraction means ground on
the basis of pre-training model and Transformer is proposed. In this proposed model
architecture, firstly, a novel weighted similarity index is proposed to construct the training
data of the model. Secondly, introduce a variety of BERT models to process text to
obtain sentence-level vectors to better understand text content. Finally, The Transformer
model is introduced to abstract the text, which is more suitable for the extraction of
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TABLE 10. Comparison of Rouge-1 in different methods

Method Model P R F1
LEAD [44] None 10.10 7.46 8.58
TextRank [45] 21.17 15.22 17.71
Word2Vec + FC [24] 24.80 16.85 20.07
BERT + FC [19] 30.38 18.72 23.21
BERT-Base [19] LSTM 63.38 44.12 49.97
BERT-Ext 62.50 44.30 49.42
RoBERTa 62.51 45.10 49.84
BERT-Base [3] CNN 72.38 42.69 52.77
BERT-Ext 62.18 42.11 50.18
RoBERTa 69.44 42.92 51.61
BERT-Base [19] Transformer  62.30 44.51 49.64
BERT-Ext 60.22 51.07 53.29
Proposed method Transformer  60.14 56.18 56.37

TABLE 11. Comparison of Rouge-2 in different methods

Method Model P R F1
LEAD [44] None 8.78 7.12 7.86
TextRank [45] 15.43 12.65 13.90
Word2Vec + FC [24] 11.73 10.25 10.94
BERT + FC [19] 14.65 11.07 12.61
BERT-Base [19] LSTM 40.35 23.96 28.51
BERT-Ext 39.99 24.47 28.55
RoBERTa 40.20 25.25 29.09
BERT-Base [3] CNN 56.18 27.47 36.00
BERT-Ext 49.29 28.38 35.55
RoBERTa 55.27 29.42 36.77
BERT-Base [19] Transformer  39.89 24.53 28.60
BERT-Ext 35.96 30.61 31.88
Proposed method Transformer  38.10 32.20 33.39

TABLE 12. Comparison of Rouge-L in different methods

Method Model P R F1
LEAD [44] None 0.25 7.08 8.02
TextRank [45] 14.10 11.52 12.68
Word2Vec + FC [24] 19.81 15.79 17.57
BERT + FC [19] 23.55 17.82 20.29
BERT-Base [19] LSTM 47.58 33.34 37.71
BERT-Ext 47.86 34.27 38.07
RoBERTa 47.89 35.07 38.50
BERT-Base [3] CNN 58.66 33.63 42.70
BERT-Ext 55.68 37.88 44.76
RoBERTa 62.69 39.23 46.01
BERT-Base [19] Transformer — 47.23 34.13 37.94
BERT-Ext 47.69 44.11 44 .38

Proposed method Transformer  49.34 46.31 46.41
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long text data. The Transformer-based method is compared with the LSTM and CNN-
based methods, and the classification layer is connected after the model to obtain the
final summary. We have conducted many experiments on the CAIL2020 dataset, and the
results show that the method proposed in this paper achieves the best F1 score under all
three Rouge indicators.

Our work is mainly to extract long texts based on the extractive abstract method.
However, the extraction method only simply extracts the text content, and does not
understand and refine the article, so the abstract results obtained will be slightly blunt
and not coherent enough. In the future, we will explore the generative approach based
on the generative abstract or combine the extractive ways with the generative means to
better understand this text and generate a summary that is more in line with language
logic.
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