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Abstract. Radio frequency energy harvesting (RF EH) and clustering are promising
solutions to solve the energy constraint problem faced by cognitive radio sensor networks
(CRSNs). However, study on clustering routing protocol design for RF EH-CRSNs is still
in the initial stage, and there lacks of solutions for inter-cluster routing problem, which
restricts the network scalability. In addition, unbalanced harvested energy and energy con-
sumption may result in premature death of nodes in key position, which will significantly
reduce the network performance. In this paper, a simultaneous wireless information and
power transfer (SWIPT)-based multi-hop clustering routing protocol (SMCRP) is pro-
posed for RF EH-CRSNs to well balance the residual energy distribution among nodes
and postpone node death. Apart from the RF energy harvested from dedicated or ambi-
ent energy sources, the energy obtained through intra-cluster and inter-cluster SWIPT
is also considered to facilitate high-quality cluster heads selection, cluster formation and
inter-cluster route establishment. Power splitting ratio is derived based on the residual
energy of CRSNs nodes and their energy consumption to enable effective implementation
of SWIPT in CRSNs. Simulation results show that SMCRP is effective in balancing
the residual energy distribution among nodes and improving node sustainability. To be
specific, compared with current clustering protocols, the network lifetime is extended by
64.07% while intra-cluster energy balance degree and network energy balance degree are
improved by 15.1% and 7.82% , respectively.
Keywords: Cognitive radio sensor networks, Clustering, RF energy harvesting, Simul-
taneous wireless information and power transfer

1. Introduction. As one of the most important underlying technologies of Internet of
Things (IoT), wireless sensor networks (WSNs) provide indispensable basis for data collec-
tion and analysis in IoT [1]. WSNs are composed of a large number of sensor nodes which
are distributed in space and establish the network topology by leveraging wireless com-
munication technology [2, 3]. WSNs possess the advantages of fast deployment, flexible
communication and dynamic reconfiguration, and they are widely applied in field such as
natural environment monitoring [4], medical and health care [5] and space exploration [6].
However, WSNs nodes are usually small in size, and the energy stored in battery is lim-
ited, which leads to serious energy constraint problem. In addition, spectrum shortage is
also one of the challenges which need to be solved urgently in WSNs.

Cognitive radio sensor networks (CRSNs) are new network paradigms for high spectral
efficiency, and they solve the spectrum shortage problem in traditional WSNs by smartly
incorporating cognitive radio (CR) technology [7]. However, CRSNs nodes still adopt
small-size and capacity-constrained battery as their energy source, and executing CR
functions will further consume their limited battery energy and result in more severe
energy constraint problem [8].

To reduce the energy consumption of CRSNs nodes, researchers have proposed a variety
of strategies, such as energy management and scheduling [9], optimizing node distribution
and route selection [10], task offloading and re-deployment [11] and so on. However,
the above methods only consider about how to reduce the energy consumption, but no
extra energy is supplemented. Therefore, the energy consumption problem cannot be
fundamentally solved. In addition, the node distribution optimization and route selection
scheme still needs to transmit a huge amount of redundant data, which restricts its energy-
saving performance. In order to further solve the energy constraint problem of CRSNs
nodes, radio frequency energy harvesting (RF EH) and clustering are introduced into
CRSNs. RF EH enables CRSNs nodes to harvest energy from dedicated or ambient
sources to compensate for limited battery energy; Clustering reduces data redundancy
and the corresponding energy consumption through data fusion and aggregation [12, 13].
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Therefore, cluster-based RF EH-CRSNs have great potentials in improving energy and
spectral efficiency, which are particularly appealing to future IoT.

In order to achieve a more balanced residual energy distribution among CRSNs nodes
and postpone their death, simultaneous wireless information and power transfer (SWIPT)
technology [14] is incorporated into CRSNs, and efficient clustering routing protocols are
required to form clusters and gather useful information in such network. However, cur-
rent clustering routing protocols still have the following defects: (1) Existing clustering
routing protocols are mainly put forward for nonEH-CRSNs. Energy is drained from
the small-size and capacity-constrained battery by spectrum sensing, cluster heads (CHs)
selection, cluster formation and other operations. Without extra energy supplement, the
node survival time is severely restricted. (2) Research on RF EH-CRSNs does not provide
solutions for inter-cluster routing problem, which results in severely-constrained network
scalability. (3) Current SWIPT-based clustering routing protocols are unsuitable for RF
EH-CRSNs, because they are usually devised for WSNs working on the unlicensed fre-
quency band and ignore dynamic channel availability. On the basis of our previous work
in [15], a SWIPT-based multi-hop clustering routing protocol (SMCRP) is proposed for
RF EH-CRSNs in this paper to care more about the nodes with high energy consumption.
The innovations of this paper are summarized as follows:
(1) Apart from the RF energy harvested from dedicated or ambient energy sources, the
energy obtained through intra-cluster and inter-cluster SWIPT is also taken into con-
sideration to choose high-quality CHs, form clusters and establish effective inter-cluster
routes, which can promote the energy efficiency dramatically.
(2) In order to enable effective implementation of SWIPT, aiming at balancing the resid-
ual energy among nodes, power splitting (PS) ratio ρ is derived based on the residual
energy of CRSNs nodes and their energy consumption. In this case, nodes with high
energy consumption are enabled to accurately decode information and obtain energy sup-
plement simultaneously.
(3) Intra-cluster and network normalized energy balancing indicators are defined to quan-
titatively evaluate the capability of clustering protocols in balancing the residual energy
among nodes within different ranges. It is verified by simulation results that SMCRP
has obvious advantages when compared with other competitive protocols in balancing the
residual energy among nodes and prolonging the network lifespan.

2. Related works. Existing clustering routing protocols are mainly put forward for
nonEH-CRSNs. Energy is drained from the small-size and capacity-constrained battery
by spectrum sensing, CHs selection, cluster formation and other operations, but no extra
energy is compensated. Depending on whether there exists a central entity, these cluster-
ing routing protocols can be further classified into centralized protocols and distributed
protocols.

CogLEACH-C [16], Fuzzy C-means [17] and IMOCRP [18] are representatives of cen-
tralized clustering protocols for nonEH-CRSNs. For example, by leveraging artificial
intelligence algorithm, the sink determines the most suitable CHs and the cluster mem-
bership based on all information received from CRSNs nodes in IMOCRP. In this case,
the optimal number of clusters is automatically determined without complicated theoreti-
cal derivation. Centralized clustering protocols are characterized by easy implementation
and low control overhead, but it is required that all nodes can reach the sink directly. As
a result, the network scalability is severely constrained, and a single point of failure may
occur [19].
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In contrast, distributed clustering routing protocols such as CogLEACH [20], NSAC [21],
WCM [22], DSAC [23], EACRP [24] and SCEEM [25] rely on local information exchange
for CHs selection, cluster formation and even inter-cluster route establishment. They can
conquer the limitations of centralized clustering protocols. However, multi-hop cluster-
ing protocols organize the clustering architecture through extensive control information
exchange which consumes too much energy. For example, DSAC first treats all nodes
as CHs and then merges adjoining clusters in accordance with the Euclidean distance
between clusters and their common channels until the number of clusters which can cause
the minimum network energy dissipation is reached. In order to judge whether merging
conditions are satisfied, a huge amount of control information is exchanged in the locality,
which quickly drains node battery and negatively affects the packet delivery ratio.

EH is applied to power CRSNs nodes and break the performance bottleneck imposed by
capacity-constrained battery. According to previous studies, in contrast to the unstable
energy provided by natural sources, RF energy source is relatively stable, and the amount
of energy obtained by CRSNs nodes can be predicted. Therefore, studies on RF EH
gradually increase. Researchers put forward many strategies, such as channel pairing
strategy in [26] and new resource allocation strategy in [27], but they cannot be applied to
multi-hop RF EH-CRSNs. In our previous work [15], a RF EH-based multi-hop clustering
routing protocol (RFMCRP) is proposed to overcome the limitations of current research
results. However, EH is position-dependent, and energy consumption is role-dependent.
This may result in unbalanced energy distribution among nodes, and dead nodes in key
position will significantly reduce the network performance. In order to further balance
the residual energy among RF EH-CRSNs nodes and improve their sustainability, SWIPT
technology is introduced to improve RFMCRP in this paper. Research on SWIPT-based
clustering routing protocol design is still in its infancy, and the research results mainly
focus on WSNs such as SWIPT-ENO scheme [28] and SWIPT-based cross-layer scheme
CREST [29]. They consider the static spectrum usage and can only be used in WSNs.
Therefore, a SWIPT-based clustering routing protocol which is exclusively designed for
RF EH-CRSNs is urgently needed to further balance the energy distribution among nodes
and prolong the network lifetime.

3. SWIPT-based multi-hop clustering routing protocol design for RF EH-
CRSNs.

3.1. System model. The proposed RF EH-CRSNs are composed of N homogeneous
CRSNs nodes which are stochastically and uniformly distributed in the circular monitoring
area with radius R. They can opportunistically access the licensed channels authorized
to P primary users (PUs) in the same area. The sink located at the center acts as
the gateway node towards the network manager. In order to minimize the number of
transmission hops and the delay introduced by multi-hop data relaying, the monitoring
area is uniformly divided into lm layers, and CRSNs nodes in the same layer compete
for CHs and eventually form clusters according to SMCRP. Here, lm = dR/dne, and dn
is the maximum communication range of CRSNs nodes which is also the width of each
layer. The layer closest to the sink is numbered as layer 1, i.e., the layer number is a
non-decreasing function with respect to the Euclidean distance to the sink. CRSNs node
i determines its layer number l(i) according to l(i) = ddi,sink/dne based on its Euclidean
distance to the sink di,sink. Semi Markov ON/OFF model is leveraged to imitate the
dynamic behaviors of PUs on licensed channels, i.e., PUs alternate between ON and OFF
states, and the time duration of each state is an independent variable [8]. CRSNs node
perceives the occupancy states of licensed channels through spectrum sensing, and sensing
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error is neglected [30]. If the licensed channel is perceived as idle (in OFF state), it can
be opportunistically leveraged by CRSNs nodes for data transmission, otherwise the busy
PU serves as an ambient energy source, and CRSNs nodes can harvest RF energy from
its emitted signal.

CRSNs nodes compare the gross amount of RF energy which they can harvest from
the dedicated energy source (the sink) with that from ambient energy sources (PUs in
ON state) within EH duration T , and then they choose to harvest energy from the more
powerful source and store the harvested energy into battery for future use. In order to
further compensate for nodes with high energy dissipation and balance the residual en-
ergy among nodes, SWIPT technology is introduced into RF EH-CRSNs. At present,
there are 2 kinds of SWIPT receiver architectures, i.e., time-switching (TS) and PS ar-
chitectures [31]. Compared with TS architecture, PS architecture is widely researched,
and it can achieve a better balance between the information transmission rate and energy
conversion [32]. Therefore, PS architecture is adopted in this paper, and the received RF
power is divided into 2 parts for information decoding and EH, respectively. PS ratio
ρ is defined to represent the proportion of the received RF power used for information
decoding, and the remainder (1–ρ) is leveraged for EH.

Various kinds of operations consume limited node energy, such as spectrum sensing,
transmitting and receiving information. In this paper, the typical model in [33] is used to
quantify the energy dissipation of CRSNs nodes. To be specific, when a source node sends
L bits of information to its destination d meters away, its energy dissipation is calculated
according to Equation (1), and the energy dissipation of receiving the information is shown
in Equation (2).

ETx(L, d) =

{
(Eelec + Efs × d2)× L if d ≤ d0
(Eelec + Emp × d4)× L otherwise

(1)

ERx(L) = Eelec × L (2)

where Eelec is the energy consumption of transceiver electronics per bit. Efs and Emp

denote the power amplifier coefficients in free-space and multi-path loss models, respec-
tively. d0 is the distance threshold and d0=87.7m. If d ≤ d0, free-space path loss model is
applied to quantify the signal attenuation which is positively proportional to d2, otherwise
multi-path loss model is utilized.

3.2. Design details of SMCRP protocol. Aiming at achieving a more balanced resid-
ual energy distribution among nodes and enabling a longer network lifetime, SMCRP
protocol is proposed on the basis of our previous work RFMCRP [15]. The operation
process of SMCRP consists of 5 stages, i.e., spectrum sensing, EH, cluster formation,
route selection and data transmission. Its pseudo-code is shown in Algorithm 1 below.
Algorithm 1: SMCRP Protocol
1. // Stage 1: spectrum sensing
2. Each CRSNs node perceives the occupancy states of the licensed channels and deter-
mines its energy source.
3. // Stage 2: EH
4. Each CRSNs node harvests energy from the selected source within time duration T .
5. // Stage 3: cluster formation
6. // CHs selection
7. Each running node broadcasts its information table and receives information from
neighbors.
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8. for i=1:1:N
9. if l(i) ∼= 1
10. CompeteSet=CompeteSet + {i}.
11. Node i calculates and broadcasts S ELF (i) and S Compt(i) values.
12. end
13. end
14. for i=1:1:N
15. if i ∈ CompeteSet
16. ch=1.
17. for j=1:1:N
18. if di,j ≤ dn && j ∈ CompeteSet && l(j) == l(i)
19. if S Compt(i) < S Compt(j)
20. ch=0.
21. break
22. end
23. end
24. end
25. if ch == 1
26. Node i becomes a CH and broadcasts CHs notification message on CCC.
27. for j=1:1:N
28. if di,j ≤ dn && j ∈ CompeteSet && l(j) == l(i)
29. Node j broadcasts quit message on CCC.
30. CompeteSet=CompeteSet− {j}.
31. end
32. end
33. else
34. Node i broadcasts quit message on CCC.
35. end
36. CompeteSet=CompeteSet− {i}.
37. end
38. end
39. // cluster construction
40. Each nonCHs node j temporarily joins CH i which shares common available channels
with it and possesses the smallest D(CH i).
41. CH i calculates channel levels and selects its cluster channel Channel(CH i).
42. if Channel(CH i) ∈ C (j)
43. Node j becomes a final CM of CH i.
44. else
45. Node j selects another CH or becomes an independent CH.
46. end
47. // Stage 4: route selection
48. Node s which requires packet forwarding selects its next-hop relay from candidate
relay node set according to Equation (7).
49. The next-hop relay selection process is repeated until a complete route towards the
sink is established or any available route cannot be found.
50. // Stage 5: data transmission
51. // intra-cluster data transmission
52. for j=1:1:K
53. if Eresidual(CH j) < Eexp(CH j)
54. Edge CMs in cluster j transfer energy and information to CH j according to
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Equation (14).
55. else
56. Edge CMs transfer their excessive portion of energy to CH j if they have.
57. end
58. end
59. // inter-cluster data transmission
60. for any source node s and relay node q on the established route
61. if Eresidual(q) < Eexp(q)
62. Node s will transfer energy and information to q according to Equation (16).
63. else
64. edge CH s will transfer its excessive portion of energy to q if it has.
65. end
66. end
(1) Spectrum sensing and EH stages

CRSNs node i whose residual energy is above 0 performs individual spectrum sensing.
The available channel list is determined based on the sensing results, and the idle rate of
these available channels is calculated according to the historical data. More details can
be found in [15]. In addition, based on linear EH model whose conversion efficiency is α,
CRSNs node i evaluates the amount of energy which can be harvested from the sink and
from the ambient busy PUs, respectively, and then the source from which the maximum
amount of energy can be harvested is chosen. Within the subsequent time duration T ,
node i harvests energy from the RF signal emitted by its selected source.
(2) Cluster formation stage

In cluster formation stage, how to compete for CHs and how a normal CRSNs node
determines its CH need to be solved. In order to compete for CHs, CRSNs nodes broad-
cast control information twice on common control channel (CCC). Firstly, running node
i broadcasts its information table which includes the node ID, geographical location, Eu-
clidean distance to the sink di,sink, residual energy Eresidual(i), amount of harvested energy
EHarv(i), available channel list C (i) and idle rate of available channels. As CRSNs nodes
can transfer information and RF energy simultaneously through intra-cluster SWIPT, the
maximum amount of energy each neighbor can provide needs to be involved in CHs com-
petition. On receiving all information from neighbors, node i calculates its SWIPT-based
energy level function S ELF (i) as below:

S ELF (i) =Eresidual(i) + EHarv(i) +

Neigh(i)∑
k=1

EmaxEH(k)

−
[
Neigh(i)× Eelec × L+ (2× Eelec + Efs ×

d2n
2

)× L× l2m − l(i)2

2× l(i)− 1

] (3)

where Eresidual(i) is the residual energy of node i; EHarv(i) is its amount of harvested
energy; Neigh(i) is the number of running neighbors of node i; EmaxEH(k) denotes the
maximum amount of energy the kth neighbor can provide. Correspondingly, the third item
on the right side of Equation (3) is the maximum amount of energy can be obtained from
neighbors through intra-cluster SWIPT. The first 3 items on the right side of Equation
(3) quantify the energy potential of node i, and the fourth item denotes the predicted
energy dissipation of node i per round. Based on S ELF (i), node i calculates its CHs
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competition value S Compt(i) according to Equation (4).

S Compt(i) =
S ELF (i)(

2× Eelec + Efs × d2n
2

)
× L
× comchannel(i)×Neigh(i)× 1

di,sink
(4)

where the denominator of the first item is the average energy consumption of relay-
ing 1 data packet, and the relay capability of node i is quantified by the first item.
comchannel(i) is the average number of available channels shared by node i and its
neighbors. Nodes with more available channels, more running neighbors and closer to
the sink are more likely to become CHs. Secondly, nonlayer 1 nodes broadcast their en-
ergy level function values and CHs competition values to compete for CHs. The detailed
CHs competition process is shown in lines 6-38 of Algorithm 1. Figure 1 exhibits how
SMCRP selects CHs and next-hop relays. To be specific, the solid circle centered at a
node and with radius dn represents its coverage area, and the nodes within the cover-
age area constitute its neighbor set. The numbers below each node represent its set of
available channels. For example, the red circle represents the coverage area of node i. Its
available channel set includes channels 1, 2 and 3, and its neighbor set is {j,k,p}. Take
node i as an example to explain the CHs selection of SMCRP protocol: At the beginning,
node i broadcasts its own information, S ELF (i) and S Compt(i) within dn and receives
the information broadcast by neighbors. Then, node i compares its own weight value
S Compt(i) with its neighbors: if S Compt(i)>S Compt(j) & S Compt(i)>S Compt(k)
& S Compt(i)>S Compt(p), node i becomes a CH and broadcasts CHs notification
message. Nodes j, k and p receive the message and broadcast quit messages. Node
q receives the quit message from p and deletes it from the CHs competition list. If
S Compt(q)>S Compt(m), node q becomes a CH and broadcasts CHs notification mes-
sage, and node m receives the CHs notification message and broadcasts a quit message.
If S Compt(j)>S Compt(i) or S Compt(k)>S Compt(i) or S Compt(p)>S Compt(i),
node i broadcasts a quit message, and nodes j, k and p receive the message and delete i
from their CHs competition list. If nodes j, k and p all have neighbors with higher weight,
nodes j, k and p broadcast quit messages. In this case, node i becomes an independent
CH.

Figure 1. CHs selection and route selection of SMCRP.

CHs broadcast CHs notification messages on CCC. NonCHs node j chooses CH i which
shares common available channels and with the smallest D(CH i) (shown in Equation (5))
in the communication range as its CH and sends joining request. CH i receives the request
and stores j into its temporary cluster members (CMs) list. Based on the information
of all temporary CMs, channel levels are figured out according to Equation (6), and the
channel with the highest level is determined as cluster channel. CH i broadcasts the
cluster channel information on CCC and deletes the nodes with unavailable channel from
the temporary CMs list. Other temporary CMs become final CMs automatically. On
receiving the cluster channel information, if it is unavailable at normal CMs, these CMs
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continue to select CHs and become final CMs by sending joining request. Nodes which
cannot receive any cluster channel information become independent CHs.

D(CH i) = d2j,CH i + d2CH i,sink (5)

CL(CH i)(c) =

Num(CH i)∑
k=1

Channelk(c)

× Pidle(CH i)(c) (6)

where Num(CH i) is the number of temporary CMs, and the first item on the right
side of Equation (6) denotes the number of temporary CMs on channel c; Pidle(CH i)(c) is
the idle rate of channel c at CH i. If there are multiple channels with the same highest
level, random selection is leveraged to break the tie. The cluster channel is denoted by
Channel(CH i), and other channels are recorded as backup channels.
(3) Route selection stage

A source node s which cannot reach the sink through single-hop communication selects
its next-hop relay with the highest relaying competition value from its candidate relay
node set. The candidate relay node set of s is composed of nodes which satisfy the
following conditions: 1O within the communication range of s; 2O share common available
channels with s; 3O closer to the sink than s. The relaying competition value of candidate
relay q is calculated according to Equation (7).

S Relaycompt(q) =
1

|cs,q|
×
|cs,q |∑
c=1

Pidle(s)(c) + Pidle(q)(c)

2
× S ELF (q)× 1

D(q)
(7)

where Pidle(s)(c) and Pidle(q)(c) are the idle rate of channel c at nodes s and q, respectively.
|cs,q| is the number of available channels shared by s and q. D(q) is the distance index
calculated by Equation (5). The route selection continues until a whole route is built or
any available next-hop relay cannot be found. After cluster formation and route selection,
nodes enter into data transmission stage.

Take CH i as an example to explain the route selection of SMCRP protocol. If CH
i cannot reach the sink through single-hop communication, it will select a relay node to
realize successful data delivery. At the beginning, CH i constructs its candidate relay
node set according to the above 3 conditions. In this case, the candidate relay node set
of CH i is {j,p}. CH i calculates S Relaycompt(p) and S Relaycompt(j) and compares
them. If S Relaycompt(p)>S Relaycompt(j), node p becomes the next-hop relay of CH
i; otherwise, node j becomes the next-hop relay. The next-hop relay repeats the above
process until the entire route is bulit from CH i to the sink or any available relay nodes
cannot be found.
(4) Data transmission stage

The data transmission stage is composed of intra-cluster data transmission (lines 51-58)
and inter-cluster data transmission sub-stages (lines 59-66). As intra-cluster and inter-
cluster SWIPT are leveraged to transfer information and energy in parallel, the PS ratio
ρ should be determined first. According to its definition, ρ = Pr thresh/Pr. Here, Pr thresh

is the minimum received power threshold to guarantee successful information decoding,
and Pr is the total received signal power. According to the free-space path loss model
and multi-path loss model, Pr thresh can be denoted by:

Pr thresh =


Pt ×Gt ×Gr × λ2

16π2 × d2
if d ≤ d0

Pt ×Gt ×Gr × h2t × h2r
d4

otherwise

(8)
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where Pt is the transmit power. The gains of the transmit antenna and the receiving
antenna are denoted by Gt and Gr, respectively. λ is the carrier wavelength. ht and hr
represent the height of the transmit antenna and the receiving antenna, respectively. d is
the Euclidean distance between the transmitter and the receiver. The energy consumption
of sending 1 bit of data ETX(1, d) is equal to the product of the transmit power Pt and
the reciprocal of the information transmission rate Rb. Combining with Equation (1), we
have:

Pt =

{
Efs ×Rb × d2 if d ≤ d0
Emp ×Rb × d4 otherwise

(9)

By substituting Equation (9) into Equation (8), Pr thresh is:

Pr thresh =

 Efs ×Rb ×Gt ×Gr × λ2

16π2
if d ≤ d0

Emp ×Rb ×Gt ×Gr × h2t × h2r otherwise
(10)

According to [33], Efs=10pJ/bit/m2 and Emp=0.0013pJ/bit/m4 can guarantee the min-
imum received signal to noise ratio at the receiver required for successful information
decoding (30dB). In this case, Pr thresh=6.3nW (-52dBm). Correspondingly, the amount
of power which can be harvested by j through the SWIPT from i is:

PEH(j, i) = (1− ρ)× Pr × α (11)

where α is the efficiency of converting the harvested energy into the stored battery energy.

For intra-cluster data transmission, only edge CMs perform intra-cluster SWIPT, which
can help avoid the energy waste caused by bidirectional energy transfer. Edge CMs
are defined as the CMs which are only responsible for delivering their own data to the
CH but do not participate in inter-cluster data relay, and others are called nonedge
CMs. According to the residual energy and expected energy consumption of the CH, its
harvested energy and estimated energy consumption, each edge CM determines whether
it will leverage intra-cluster SWIPT to compensate for the high energy consumption of its
CH and how much the transmit power is. The expected energy consumption of a nonlayer
1 CH (say CH j) is:

Eexp(CH j) =(Eelec + EDA)× L× CMs(CH j) + (Eelec + Efs × d2tonext)× L

+ (2× Eelec + Efs × d2tonext)× L×
l2m − l(CH j)2

l2m − 1

(12)

where EDA is the energy consumption of data aggregation per bit; CMs(CH j) is the
number of CMs in cluster j; dtonext is the distance to the next-hop relay; l(CH j) is the
layer number of CH j. The 3 items on the right side of Equation (12) denote the average
energy consumption of intra-cluster data reception and aggregation, transferring its own
data to the next hop and relaying packets for others, respectively. Each edge CM makes
decisions according to the following rules:
1O Case 1: Eresidual(CH j) ≥ Eexp(CH j). If the summation of the total energy con-

sumption of edge CM i in the first 4 stages and the estimated energy consumption of
transmitting data to its CH is smaller than its harvested energy EHarv(i), CM i will de-
liver all the excessive portion of its harvested energy to its CH, otherwise it will only
transmit data.
2O Case 2: Eresidual(CH j) < Eexp(CH j). If the residual energy of edge CM i is higher

than its estimated energy consumption, the transmit power of i Psend(i) should satisfy
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Equation (13), otherwise i will only transfer data.

Eresidual(CH j)− Eexp(CH j)

edgeCMs(CH j)
+ PEH(CH j, i)× t = Eresidual(i)− Eelec × L− Psend(i)× t

(13)

where edgeCMs(CH j) is the number of edge CMs of CH j; t is the time required to
transmit data from CM i. The difference between the first 2 items on the left side of
Equation (13) represents the total residual energy of CH j after obtaining the energy
compensation from all edge CMs except i. Adding the energy harvested from the RF
signal emitted by CM i into the left side while subtracting the energy consumption of i
from the right side is helpful in balancing the residual energy between CH j and CM i.
Psend(i) can be obtained by combining Equations (11)-(13), and the result is:

Psend(i) =

(
d2i,CH j

α + d2i,CH j

)
×

[
Pr thresh × α +

Eresidual(i)− Eresidual(CH j)− Eelec × L+ Eexp(CH j)

edgeCMs(CH j)

t

]
(14)

where di,CH j is the Euclidean distance between CM i and CH j.

For inter-cluster data transmission, only edge CHs perform inter-cluster SWIPT, and
they are defined as the CHs which only deliver their own data towards the sink but do
not take part in data relay. Similar to edge CMs, the decision rules for edge CH s (its
next-hop relay is q) are listed below:
1O Case 1: Eresidual(q) ≥ (2Eelec+Efs×d2tonext)×L. Here, dtonext is the Euclidean distance

from q to its next-hop relay. If the summation of its harvested energy and the energy
obtained through intra-cluster SWIPT is higher than its energy consumption, edge CH s
will deliver all the excessive energy to q, otherwise s will only transmit data.
2O Case 2: Eresidual(q) < (2Eelec + Efs × d2tonext)× L. If the summation of the harvested

energy and the energy obtained through intra-cluster SWIPT is higher than the energy
consumption, the transmit power of s Psend(s) should satisfy Equation (15), otherwise s
will only deliver data.

Eresidual(s)− Eelec × L− Psend(s)× t = Eresidual(q)− (2× Eelec + Efs × d2tonext)× L+ PEH(q, s)× t
(15)

Psend(s) is obtained by substituting Equation (11) into Equation (15), and the result
is:

Psend(s) = (
d2s,q

α + d2s,q
)×

[
Pr thresh × α +

Eresidual(s)− Eresidual(q) + (Eelec + Efs × d2n)× L
t

]
(16)

4. Results and discussion. By utilizing Matlab simulation, SMCRP is validated through
performance comparison with CogLEACH [20], NSAC [21], WCM [22], DSAC [23] and
RFMCRP [15] in terms of network lifetime, energy balancing capability and average num-
ber of effective data gathering nodes. The simulation parameter settings are shown in
Table 1 [15, 33]. Network lifetime is defined as the round in which the first death node
appears, and the network lifetime of all competing protocols is shown in Figure 2.

We can observe from Figure 2 that compared with RFMCRP, the first death node of
SMCRP appears 64.07% later, i.e., in round 4881, and compared with other competing
protocols, the advantages of SMCRP are more obvious. The reasons are analyzed as fol-
lows: SWIPT technology is leveraged by SMCRP to simultaneously transfer information
and RF energy to the receiver to compensate for its energy consumption and balance their
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Table 1. Simulation parameter settings

Parameters Values

Network radius R 150m
Total number of CRSNs nodes N 200
Number of PUs P 10
Number of licensed channels C 10
Data packet size L 1000bit
Control packet size L1 100bit
Energy consumption of data aggregation per bit EDA 5nJ/bit/packet
Energy consumption of transceiver electronics per bit Eelec 50nJ/bit
Power amplifier coefficient in free-space path loss model Efs 10pJ/bit/m2

Power amplifier coefficient in multi-path loss model Emp 0.0013pJ/bit/m4

Maximum transmissionrange of CRSNs nodes dn 50m
Transmit power of the sink Psink 100W
Transmit power of PUs PPUs 40W
Time duration of EH T 0.2s
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Figure 2. Comparison results of network lifetime

residual energy. Edge CMs and edge CHs will deliver their excessive portion of harvested
energy to their CH or next-hop relays if they have. If the residual energy of CHs or next-
hop relays is not sufficient enough to support the data transmission in this round, more
energy is required from edge CMs and edge CHs to achieve intra-cluster and inter-cluster
energy balance. As nonedge CMs and nonedge CHs need to consume more energy in data
forwarding, in order to avoid the energy waste caused by bidirectional energy transfer,
they do not need to transfer energy to their CHs or next hops. As a result, the residual
energy among nodes can be well balanced, and the network lifetime can be significantly
prolonged.

In order to further analyze and quantify the capability of SMCRP in balancing the
residual energy among nodes, intra-cluster normalized energy balancing indicator (NEBI)
and network NEBI are defined. Firstly, the residual energy of all nodes within a cluster
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should be normalized. For example, the normalized residual energy of CM i in cluster j
can be expressed as:

E(i) =
Eresidual(i)

max
k∈clusterj

Eresidual(k)
(17)

where the denominator represents the maximum residual energy of all nodes in cluster j.
Secondly, the average normalized residual energy of cluster j can be calculated as below:

aveE(j) =
1

CMs(j) + 1
×

∑
k∈clusterj

E(k) (18)

where CMs(j)+1 is the total number of nodes in cluster j including all CMs and CH j.
Thirdly, the intra-cluster NEBI in round r is defined as:

c−NEBI(r) =
1

|CHs(r)|
×

∑
j∈CHs(r)

∑
k∈clusterj

(E(k)− aveE(j))2

CMs(j) + 1
(19)

where CHs(r) is the set of CHs elected in round r. Similarly, the network NEBI in round
r can be calculated according to Equation (20).

n−NEBI(r) =
1

|ClusterN(r)|
×

∑
k∈ClusterN(r)

(E(k)− aveClusterNE(r))2 (20)

where aveClusterNE(r) is the average normalized residual energy of the whole network,
and its calculation is similar to Equation (18) except that the residual energy of each
node should be normalized by the maximum node residual energy of the whole network.
ClusterN(r) denotes the set of CRSNs nodes which participate in clustering in round r.
From Equation (19) and Equation (20), it can be seen that smaller NEBI value means
stronger capability of energy balancing. The c−NEBI and n−NEBI of RFMCRP and
SMCRP are shown in Figure 3 and Figure 4, respectively.
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Figure 3. Comparison results of c−NEBI
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From Figure 3 and Figure 4, we can see that the c−NEBI and n−NEBI values of
SMCRP are both smaller than those of RFMCRP. To be specific, the average c−NEBI
of SMCRP is 0.208, which is about 15.1% lower than that of RFMCRP, and the gap
becomes more obvious as network operation goes on. This results from the fact that
the difference in the residual energy among nodes in the same cluster gets larger as r
increases. In SMCRP, if CMs can harvest more energy to offset their energy consumption,
the excessive portion of energy can be timely delivered to their CHs for compensation.
If CMs are informed that the residual energy of their CHs is not sufficient enough to
cover the energy cost, more energy is transferred according to the rules of energy balance.
Therefore, the advantages of energy compensation are more obvious when there is less
residual energy. As shown in Figure 4, the average n−NEBI value of SMCRP is 0.283,
which is about 7.82% smaller than that of RFMCRP. By comparison, it can be seen that
n−NEBI is generally higher than c−NEBI. The reason can be analyzed as follows: all
CMs are leveraged to provide energy compensation for CHs through intra-cluster SWIPT
(evaluated by c−NEBI) while inter-cluster energy compensation is limited to nodes on
the established routes (evaluated by n−NEBI), which restricts the potentials of energy
balancing.

Apart from the above performance metrics, the average number of effective data gath-
ering nodes is important for evaluating the network surveillance capability of clustering
protocols, and the simulation results are shown in Figure 5.

From Figure 5, it can be seen that the average number of effective data gathering
nodes of SMCRP is always higher than that of RFMCRP before round 3615 due to the
performance enhancement brought by energy balancing through SWIPT. In round 3615,
the average number of effective data gathering nodes of SMCRP is 155, which is about
4.9% lower than that of RFMCRP. Although SMCRP exploits intra-cluster and inter-
cluster SWIPT to transfer RF energy among nodes to prolong the network lifetime and
balance the residual energy in the whole network, the loss during energy transfer cannot be
completely avoided. Therefore, compared with RFMCRP which does not require energy
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Figure 5. Comparison results of average number of effective data gathering nodes

transfer among nodes, there is more total energy consumption, and this is the price to
pay for balancing the residual energy among nodes and prolonging the network lifetime.

5. Conclusions. To achieve a more balanced residual energy distribution among nodes
in multi-hop RF EH-CRSNs and enable a longer network lifetime, SWIPT technology
is introduced to provide energy supplement for nodes with high energy consumption,
and SMCRP is proposed on the basis of our previous work. Apart from the RF en-
ergy harvested from dedicated or ambient energy sources, the energy transferred through
SWIPT is included to define the criteria for CHs selection, cluster formation and multi-hop
inter-cluster route selection. Simulation results demonstrate that SMCRP achieves better
performance in terms of the network lifetime and energy balance than other competing
protocols. To be specific, compared with RFMCRP, the network lifetime is extended by
64.07% while intra-cluster energy balance degree and network energy balance degree are
improved by 15.1% and 7.82%, respectively. SMCRP is designed on the basis of perfect
spectrum sensing and linear EH model. Perfect spectrum sensing assumes that there is
no sensing error, i.e., there is no false alarm and missed detection. Here, false alarm
represents that the spectrum is not occupied by PUs, but secondary users (SUs) mistak-
enly perceive that PUs are occupying it. Missed detection means that the spectrum is
being occupied by PUs, but SUs have not detected it. In practical communication system,
noise, sudden signal interference and feedback information error will affect the accuracy
of spectrum sensing, which may result in collisions with PUs, transmission failure or con-
strained spectrum usage. Therefore, the impact of imperfect spectrum sensing should be
considered in clustering protocol design to improve successful data delivery. In addition,
the linear EH model used in this paper assumes that the output power Pout of the EH
circuits increases linearly with the input power Pin. In fact, the nonlinear characteris-
tics of end-to-end energy conversion introduced by nonlinear components in practical EH
circuits such as diodes lead to the gradual saturation of Pout with the increase of Pin.
At present, researchers have proposed various nonlinear EH models, such as exponential
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model, power law model, saturated model and piecewise linear model, to quantify the
nonlinear relationship between Pin and Pout. Therefore, in the future work, we will select
the most suitable nonlinear EH model and design clustering routing protocols for RF
EH-CRSNs based on it.
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