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Abstract. Intrusion Detection (ID) can monitor the operational state of a network to
ensure the availability, integrity and confidentiality of system resources. Artificial intelli-
gence and machine learning techniques applied to intrusion intelligence detection system
can make the system more adaptable, self-learning and robust, which is an important
direction of current intrusion detection research. As an advanced neural network struc-
ture, Spiking neural network(SNN) is often used for solving complex problems due to its
good computational power, and has been applied in several fields. Therefore, this work
proposes to apply Spiking neural network to intrusion detection system and model opti-
mization using Artificial Bee Colony Algorithm (ABC) in order to improve the accuracy
of intrusion detection. First, there are various neural network models based on the Spik-
ing concept, and the Probabilistic Spiking neural network (PSNN) is chosen to build the
intrusion detection model in this work. The proposed model is encoded by ignition time
series and triggers an impulse response to achieve data delivery. Then, the artificial bee
colony is constructed using the weights, dynamic thresholds, and forgetting parameters
of the Spiking neural network, and the accuracy of intrusion detection is used as the
fitness function of the ABC algorithm, so that the optimal individual can be obtained by
continuously updating the fitness value of the individual colony. Finally, the network in-
trusion intelligence detection is completed with the PSNN model with optimal parameters.
The experiments are divided into two parts: (1) performance verification of the proposed
ABC-PSNN model; (2) network intrusion detection simulation. The experimental results
show that the ABC-PSNN model has higher classification accuracy and stability compared
with other Spiking neural network models and commonly used classification algorithms.
Simulation results on the multiple datasest show that the ABC-PSNN-based intrusion de-
tection model has a higher detection rate compared to other intrusion detection models.
Keywords: network security; intrusion detection; Spiking neural network; artificial bee
colony algorithm; probabilistic SNN

1. Introduction. With the increase of incoming devices and data volume, the value of
data available for deep mining in the network is highlighted. The integration of data from
internal networks into external networks is increasing [1,2,3], but there is a greater risk
of data transmission between internal and external networks [4,5]. Network security has
become the primary factor affecting the upgrading of network services.
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Network security technology research is developing rapidly, and intrusion detection, as
an important strategic approach to network security defense, has a high application pen-
etration rate [6,7,8]. Network intrusion detection systems can match the characteristics
of common network attacks to determine the type of attack, thus providing data support
for attack interception. However, new types of attacks are emerging, which provides a
higher challenge to network intrusion detection technology. Network intrusion detection
systems need to continuously learn and update attack types and achieve efficient and
accurate detection [9,10]. Artificial intelligence and machine learning techniques, as tools
for solving complex problems, have become the focus of research in network attack type
detection in recent years. Spiking neural networks are often used for training solutions of
complex problems due to their good computational power [11]. Spiking neural networks
implement data transfer through pulse signals and encode them according to the pulse
ignition time. The computational power of the Spiking neural network is significantly
enhanced by the introduction of an exponential function for the output voltage solution.
As an advanced neural network structure, Spiking neural network is often used for solving
complex problems due to its good computational power, and has been applied in many
fields. However, compared with the traditional neural network structure, the training of
Spiking neural network is more complicated because it needs to determine the threshold
and forgetting variables in addition to the connection weights of neurons.

Currently, the existing SNN models are solved not by using back propagation to de-
termine the parameters, but by minimizing the difference for the actual ignition time,
thus determining the stable Spiking neural network model. Therefore, this work proposes
to apply Spiking neural networks to intrusion detection systems and to perform model
optimization using Artificial Bee Colony Algorithm (ABC) in order to reduce the error of
intrusion detection.

1.1. Related Work. Currently, there are two main categories of network security pro-
tection technologies: passive and active. Traditional firewalls benefit greatly from the
proactive security protection provided by intrusion detection. High false alarm and missed
alarm rates are a challenge for early intrusion detection systems. Researchers have sug-
gested using machine learning approaches for intrusion prevention in the three primary
ways of 1) induction, 2) categorization, and 2) data clustering as artificial intelligence
advances. Zhao et al. [12] provide an exhaustive analysis of the advantages and disad-
vantages of various machine learning algorithms in intrusion detection systems.

While supervised learning-based intrusion detection models need a lot of labeled data,
unsupervised learning-based intrusion detection models often have low classification ac-
curacy. Therefore, semi-supervised models are widely used. Vahid et al. [13] proposed
a hybrid network intrusion detection method based on K-mean clustering and multiple
classifiers. Zong and Huang [14] used semi-supervised fuzzy C-mean clustering to imple-
ment network intrusion detection. The efficient fusion of a machine learning classification
algorithm with a swarm intelligence optimization algorithm could improve the accuracy
of intrusion detection which represents the new research topic. Gopalan and Krishnan
[15] used an improved ant colony algorithm [16] to optimize the support vector machine
thus improving the performance of network intrusion detection.

Currently, there are more studies on network intrusion detection using various neural
network models. For example, Sohi et al. [17] used recurrent neural network algorithm
for intrusion detection and improved RNN with the help of gated recurrent unit (GRU),
which solved the problem that it takes a lot of time to solve the network parameters
cyclically and effectively improved the efficiency of network intrusion detection. Raja
et al. [18] used a lightweight GBM network for intrusion detection and achieved higher
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performance in detecting common attack types for large-scale traffic. Both of these studies
use neural network models for common attack types detection, but their detection focus
is slightly different. The former focuses more on the efficiency of detection, while the
latter focuses more on the detection rate. Although both have high detection accuracy in
common attack detection, there is still some room for improvement in their performance
for more types of intrusion detection.

Currently, there are more researches on Spiking neural network model, Lee et al. [19]
made a detailed analysis of the model structure and application scenarios based on Spike
Timing Dependent Plasticity Spiking neural network (STDP-SNN). Amar et al. [20]
used Long Short Term Memory (LSTM) structure to effectively improve the traditional
impulsive neural network and proposed the LSTM-SNN model. It can be seen that there
is still some room for improvement in the performance of the Spiking neural network
model for solving complex problems.

1.2. Motivation and contribution. In order to adapt to the needs of training and
analysis of complex problems, it is often necessary to improve the traditional Spiking
neural network effectively. This work takes the complex network intrusion detection
problem as the entry point and optimizes the Spiking neural network model, using a
combination of ABC and probabilistic Spiking neural network to achieve network intrusion
detection. In this work, the main parameters of the probabilistic Spiking neural network
are optimally solved by using ABC algorithm, which can not only obtain high performance
in the detection of common attack types, but also still obtain high detection rate and
stability in the non-useful attack types.

The main innovations and contributions of this work are shown below.
(1) As an advanced neural network structure, Spiking neural networks are often used

for solving complex problems due to their good computational power. Therefore, this
work proposes the application of advanced Spiking neural networks to intrusion detection
systems.

(2) The ABC algorithm is used to optimally solve the main parameters of the proba-
bilistic Spiking neural network, so this work can not only obtain high performance in the
detection of common attack types, but also still obtain high detection rate and stability in
the non-common attack types. According to the experimental findings, the ABC-PSNN
model performs well in terms of classification precision. Simulation results on the mul-
tiple datasets show that the ABC-PSNN-based intrusion detection model has a higher
detection rate compared with other intrusion detection models.

The rest of the paper is organized as follows: Section 2 introduces the basic principles of
intrusion detection technology. Section 4 describes the proposed intelligent IDS based on
ABC-PSNN model. Section 5 presents the performance verification of ABC-PSNN model.
Section 6 presents the simulation example of network security. Section 7 concludes the
paper.

2. The basic principles of intrusion detection technology.

2.1. Intrusion detection definition. Intrusion has a great impact on the confidential-
ity, availability, and integrity of computers, as well as a huge.

The intrusion detection is a dynamic security technique. Intrusion detection is a dy-
namic security technology that monitors and analyzes system processes, checks the in-
tegrity of files on the system, identifies relevant attacks, identifies abnormal login patterns,
and so on. An intrusion detection system is a combination of software and hardware that
can perform intrusion detection.
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Intrusion detection systems are capable of rapidly activating appropriate security pro-
tection mechanisms for access behaviors or abnormal operation patterns with attack char-
acteristics [21,22]. The principle of anomaly intrusion detection system is shown in Figure
1.

Figure 1. Principle of anomaly intrusion detection system

Based on the classification of data sources, intrusion detection systems can be clas-
sified as host-based IDS, network-based IDS, and application-based IDS. based on the
classification of response methods, intrusion detection systems can be classified as active-
responsive IDS and passive-responsive IDS. The active-responsive IDS system based on
machine learning is studied in this work. Given the complexity of network systems, when
experts are designing security systems, hand-coded rules usually fail to achieve the re-
quired high detection rate and low false alarm rate.

2.2. Problems of IDSs. Expert knowledge-based IDSs can only perform relevant matches
for the attack types in their own pattern libraries. Therefore, when a new attack type
appears, the expert knowledge-based IDS will fail. Expert knowledge-based IDSs are
equivalent to supervised learning-based intrusion detection systems in machine learning.
This type of attack system has high requirements for training datasets [23,24].

(1) Poor flexibility: When faced with a mixed type of network attack, the system will
consider it as a normal type of attack, which will ”contaminate” the training results
during the training process and have a significant impact on the later detection results.
Variations of this attack type will be considered as normal access behavior, and therefore,
will greatly increase the false alarm rate.

(2) Poor generality: Since current intrusion detection systems and related statistical
metrics need to be formed under specific environmental conditions, they have the char-
acteristic of poor generality. At the same time, it is very difficult to invoke an already
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built IDS in a constantly changing network environment. Since the current Internet is
a dynamic network that keeps changing and new and mutated types of attacks keep ap-
pearing, there is an urgent need for a more intelligent and real-time intrusion detection
system model.

3. Spiking neural network model.

3.1. Impulse response model. Spiking neural networks contain three models, the most
typical of which is the impulse response model, which is described mathematically below
[25]. Assume that the voltage of the posterior synaptic neuron j is u(t). When u(t)

is lower than the threshold τ , an output t
(f)
j is triggered. The output sequence of the

impulse response model is Fj.

Fj = {t(f)j ; 1 ≤ f ≤ n = t|uj(t) = τ} (1)

Assuming that all the anterior synaptic neurons i are contained in the set Γj, the ignition
pulse affects the change in u(t) as Pj(t).

Pj(t) =
∑
i∈Γj

∑
t
(f)
j ∈Fi

wijεij(t−
∧
tj, t− t

(f)
j −∆ax

ij ) + U ext
j (2)

Where wij is the weight, U ext
j is the voltage change, εij is the synaptic potential,

∧
t
j
is the

pulse output time, and ∆ax
ij is the delay term.

Let s = t− t
(f)
j −∆ax

ij and use urest to represent the resting potential. The amount of

change in the calculation process is ηj(t −
∧
t
j
). A common impulse response model uj(t)

can be obtained by combining Equation (2).

uj(t) = ηj(t−
∧
t
j
) + Pj(t) (3)

On the basis of Equation (2), a simplified impulse response model (SRM0) is commonly
used as a substitute.

uj(t) = ηj(t−
∧
t
j
) +

∑
i∈Γj

∑
t
(f)
i ∈Fi

wijεij(t− t
(f)
j ) + U ext

j (4)

A common representation of εij(t) is shown below.

εij(t) =
t− t

(f)
i −∆ax

ij

τ
· exp(1−

t− t
(f)
i −∆ax

ij

σ
) · H(t− t

(f)
i −∆ax

ij ) (5)

Where σ is a constant and H(·) is a step function.

3.2. Probabilistic Spiking Neural Networks. Among the common semi-supervised
machine learning models, the voltage of probabilistic PSNNs based on u(t) differs some-
what from the traditional definition.

u(t) =
∑
i∈N

wi

t∑
t′=0

ζ(t− t′)pt
′

i − θ
t−1∑
k=0

exp

(
−t− k

σ

)
pk (6)

Where, pti is the probability of node i triggering a pulse at moment t, pt is the probability
of all nodes triggering a pulse at moment t, and ζ is a random number with the value
range of (0,1), generally σ=1. denotes the weight between the current neuron and the
i -th antecedent neuron.

wi(t+ 1) = ηxi(t)ϕ(y(t), θ(t)) + (1− ζ)wi(t) (7)
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Where η is a constant and xi indicates the pulse duration.

ϕ(y(t), θ(t)) = y(t)(y(t)− θ(t)) (8)

Where y is the Spiking pulse ignition output sequence and θ represents the dynamic
threshold.

θ(t) =

t∑
t′=t−h

y2(t′)λt−t′

t∑
t′=t−h

λt−t′

(9)

Where λ is the forgetting parameter.
When using Spiking neural network for training, it is very critical to set the four

parameters reasonably, which directly affects the training effect of SNN. In the actual
training process, it is very difficult to be able to find a suitable set of parameters ( θ, w, η, λ
) according to different samples. Therefore, this work tries to optimize the key parameters
of SNN (θ, w, η, λ) by using population intelligence algorithm to obtain a better training
performance of SNN.

4. Intelligent IDS based on ABC-PSNN model.

4.1. Artificial Bee Colony Algorithm. The ABC algorithm performs an arithmetic
solution by simulating a honey source search. We assume that the nectar source is i and
the initial random position of the probe bee in the dth dimension is Xid .

Xid = Ld + rand(0, 1)(Ud − Ld) (10)

Where Ud and Ld are the upper and lower bound ranges of the boundaries of the honey
source search in the d -th dimension, respectively, andD denotes the total dimensionality,d ∈
{1, 2, · · · , D} .
The probe bee performs a nectar search at . The new nectar source is and is represented

as shown below.

Vid = Xid + φ(Xid −Xjd) (11)

Where j ̸= i, ϕ values range from [-1,1] and Xjd is any position in the dth dimension in
[Ld ,Ud ] (except for Xid).
When the detecting bee detects a new nectar sourceVi(Vi = [Vi1,Vi2, · · · ,Vid]), it needs
to calculate and update the adaptation fi .

fiti =

{
1/(1 + fi), fi ≥ 0

1 + abs(fi), otherwise
(12)

The fitness values of both old and new nectar sources were compared, and the result with
the larger value was selected as the new source.

The detecting bee passes location information of multiple nectar sources to the following
bee, and the following bee selects a preferred nectar source with probability pi .

pi =
fiti

SP∑
i=1

fiti

(13)

Where SP is the number of all nectar sources.
We need to design a judgment strategy for the probe bee to search for nectar sources.

When the number of iterations trial reaches the maximum number Imax , then re-jump to
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Equation (11), otherwise continue to find the optimal nectar source.

Xt+1
i =

{
Ld + rand(0, 1)(Ud − Ld), trial ≥ Imax

Xt
i, trial < Imax

(14)

4.2. Design of network intrusion detection system based on ABC-PSNN. The
model construction process of DBN is actually in the process of finding the optimal
parameters.

And according to Section 3.2, it is known that in the process of finding the optimal
parameters, it is necessary to go through several partial solutions. The quantity of solu-
tions is directly related to the quantity of PSNN nodes. When the number of nodes is
large, it takes a lot of training time to obtain the optimal solution by solving the partial
derivatives one by one. Therefore, the ABC algorithm is considered in this work to solve
the optimal parameters of PSNN (θ, w, η, λ). The ABC-PSNN based network intrusion
detection system is shown in Figure 2.

Figure 2. ABC-PSNN based Network Intrusion Detection System

4.3. Process of Network Intrusion Detection. First, all network intrusion detection
samples are obtained and initial normalization is performed on them. Then, a PSNN-
based network intrusion detection model is built and the network samples to be detected
are input. Parameters such as PSNN weights and dynamic thresholds are extracted to
construct the swarm.

Then, the position update optimization is performed by selecting the detection bee
individual and the following bee individual of the swarm. The accuracy of intrusion
detection is used as the fitness function to solve for the optimal individuals of the swarm,
so as to obtain the optimal parameters suitable for PSNN classification. Finally, the
network intrusion detection is performed using the PSNN optimized by ABC. The flow
of network intrusion detection is shown in Figure 3.
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Figure 3. Intrusion detection flow based on ABC-PSNN

5. Performance validation of the ABC-PSNN model. To validate the performance
of the ABC-PSNN model, simulation tests were conducted using four types of machine
learning datasets from different domains. The classified sample data are shown in Table
1. First, the standard PSNN model is compared with the ABC-PSNN model in order

Table 1. Classification sample set

Sample
set

Fields
Number

of samples
Properties Category

Langlog Language Texts 1460 1004 75
Enron Email Text 1702 1001 53
Scene Images 2407 294 6

Emotion Music files 1593 72 6

to verify the effect of ABC parameter optimization on the classification performance
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of PSNN. Second, the ABC-PSNN is compared with pairs of common impulsive neural
network types. In the classification training of PSNN, the models used are all 4-layer
structures.

5.1. Optimization performance of ABC. PSNN and ABC-PSNN are used for classi-
fication training, respectively. The classification accuracies of the two models are shown in
Table 2. The mean classification accuracy of Langlog increased by 8.89%, while the mean

Table 2. Classification accuracy of PSNN and ABC-PSNN

Sample Models
Accuracy

Minimum
value

Average
value

Maximum
value

Langlog
PSNN 0.8475 0.8542 0.8611
ABC-
PSNN

0.9287 0.9301 0.9365

Enron
PSNN 0.8535 0.8637 0.8665
ABC-
PSNN

0.9189 0.9213 0.9231

Scene
PSNN 0.8560 0.8605 0.8692
ABC-
PSNN

0.9306 0.9323 0.9381

Emotion
PSNN 0.8572 0.8628 0.8667
ABC-
PSNN

0.9187 0.9205 0.9223

classification accuracy of Enron increased by 6.67%. the mean classification accuracy of
Scene increased by 8.34%, while the mean classification accuracy of Emotion increased
by 6.69%. The mean classification accuracy of Scene improved by 8.34%, while the mean
classification accuracy of Emotion improved by 6.69%. Among them, Langlog has the
most significant improvement in accuracy, which indicates that different parameters of
PSNN have a greater impact on the classification task of Langlog.

The classification RMSEs of the two models are shown in Table 3. It can be seen that for
the 4-class classification sample set, the classification RMSE of PSNN decreases after the
optimization of ABC algorithm. the mean RMSE of Langlog decreases by 2.52%, while
the mean classification accuracy of Enron increases by 0.36%. the mean RMSE of Scene
increases by 2.68%, while the mean RMSE of Emotion increases by The RMSE of Scene
improved by 2.68%, while the RMSE of Emotion improved by 0.59%. Among them,
the RMSE of Scene and Langlog decreased significantly, while the RMSE of the other
two sample sets changed less. This indicates that there is no significant fluctuation in the
classification RMSE of PSNN. Although the ABC algorithm can improve the classification
stability of PSNN, the effect is not very significant, which may be because PSNN already
has better adaptability to the 4-class sample set.

5.2. Classification performance comparison of ABC-PSNN and other SNNs.
The performance simulations were performed using ABC-PSNN, STDP-SNN and LSTM-
SNN for four classes of classification sample sets, respectively, and the results are shown
in Table 4, Table 5, Table 6 and Table 7.

It can be seen that after ABC optimization, the ABC-PSNN algorithm significantly
outperforms the other 2 impulsive neural network algorithms in the main 4 classification
metrics. In terms of classification accuracy, the ABC-PSNN model obtained the highest
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Table 3. Classification RMSE of PSNN and ABC-PSNN

Sample Models
RMSE

Minimum
value

Average
value

Maximum
value

Langlog
PSNN 0.8311 0.8342 0.8381
ABC-
PSNN

0.8111 0.8132 0.8144

Enron
PSNN 1.0283 1.0305 1.0332
ABC-
PSNN

1.0252 1.0268 1.0283

Scene
PSNN 1.1215 1.1366 1.1293
ABC-
PSNN

1.1052 1.1061 1.1071

Emotion
PSNN 1.1604 1.1621 1.1653
ABC-
PSNN

1.1531 1.1552 1.1568

Table 4. Classification accuracy of PSNN and ABC-PSNN

Dataset
Models

STDP-SNN LSTM-SNN ABC-PSNN
Langlog 0.8226 0.8415 0.9301
Enron 0.8317 0.8562 0.9213
Scene 0.8144 0.8479 0.9323

Emotion 0.8103 0.8632 0.9205

Table 5. Classification recall rate

Dataset
Models

STDP-SNN LSTM-SNN ABC-PSNN
Langlog 0.8151 0.8327 0.9215
Enron 0.8237 0.8347 0.9049
Scene 0.8025 0.8219 0.8927

Emotion 0.7962 0.8525 0.8883

Table 6. Classification F1 values

Dataset
Models

STDP-SNN LSTM-SNN ABC-PSNN
Langlog 0.8023 0.8110 0.9125
Enron 0.8016 0.8212 0.9105
Scene 0.7925 0.8124 0.8901

Emotion 0.7703 0.8138 0.8824

accuracy of 0.9323 on Scene, while STDP-SNN obtained an accuracy of only 0.8103 on
Emotion. this shows that the traditional impulse neural network algorithm still has
large shortcomings when used for classification. In the specific application environment,
a suitable impulse neural network model needs to be selected according to the needs.
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Table 7. Classification RMSE

Dataset
Models

STDP-SNN LSTM-SNN ABC-PSNN
Langlog 0.8491 0.8380 0.8132
Enron 1.0916 1.1083 1.0268
Scene 1.3892 1.3765 1.1061

Emotion 1.4324 1.4221 1.1552

Moreover, the traditional model has to be properly optimized according to the model
training performance needs.

6. Simulation examples of network security.

6.1. Simulation environment. First, the detection performance of ABC-PSNN model
for different attack types is verified. Secondly, common deep learning algorithms are
compared with ABC-PSNN. parameters of four network intrusion detection sample sets
are shown in TABLE 8. The experimental hardware configuration is: AMD R5-5600G
3.9GHz CPU, 8 GB RAM, 1 T hard disk. The software configuration is: Windows 10
OS, MATLAB 2012, CloudSim 4.0. All sample sets were divided into training data with

Table 8. Network intrusion detection samples

Data set name
Number

of samples
Number
of attacks

KDD cup99 45063 13
Masquerading User Data 40126 12

HTTP DATASET CSIC (2010) 37634 10
ADFA IDS Datasets 39721 11

markers and test data without markers. The attack types are DOS, R2L, U2R, and
PROBE. There is a large disparity in the number of different attack types in the four
types of sample sets, and the common attack types in all four data sets account for
more than 80%, so the four common attack types are mainly selected for performance
simulation.

6.2. Data pre-processing. The data should be normalized at the data pre-processing
step in order to prevent the outcomes of intrusion detection from being impacted by the
reality that the intrusion data may not match the kind of intrusion have varying numbers
of characteristics and units of measure, respectively.

new s[j] =
log

(
ide

min col+dis

)
+ log (col + dis)

log
(

ide
min col+dis

)
+ log (max col + dis)

(15)

Where ide denotes the mean value of the standard deviation of the variable column, dis
denotes the missing value of the standard deviation of the variable column, min col and
max col denote the minimum and maximum values of the variable column, respectively.
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Table 9. Intrusion detection performance (single type)

Dataset Type
Detection
rate %

False alarm
rate %

KDD cup99

Normal 98.87 2.23
PROBE 99.15 1.92
R2L 99.31 1.73
DOS 99.62 1.85
U2R 99.05 1.67

Masquerading

User Data

Normal 98.55 2.14
PROBE 99.12 1.86
R2L 99.25 1.69
DOS 99.44 1.78
U2R 99.16 1.58

HTTP DATASET
CSIC (2010)

Normal 98.93 2.05
PROBE 99.24 1.86
R2L 99.62 1.63
DOS 99.62 1.76
U2R 99.83 1.53

ADFA IDS
Datasets

Normal 99.06 2.23
PROBE 99.37 1.73
R2L 99.49 1.61
DOS 99.58 1.58
U2R 99.73 1.32

6.3. Detection performance for different types of attacks. Intrusion detection sim-
ulations are performed for samples of different attack types. The detection performance
of the ABC-PSNN model for a single type of network intrusion attack is shown in Table
9. It can be seen that the ABC-PSNN model has a detection rate higher than 98.5% for
all four common attack types in all sample sets, and the false alarm rate also stays within
3%, which indicates that the ABC-PSNN model has high applicability for common attack
type detection and is more suitable for intrusion detection of a single type of attack.

6.4. Detection Performance of Mixed Type Attacks. The small number of R2L
and U2R samples of HTTP DATASET CSIC and ADFA IDS Datasets leads to uneven
number of samples for hybrid attack detection. Therefore, only 2 sets, KDD cup99 and
Masquerading User Data, are selected for mixed attack detection in this work, and the
results are shown in Table 10. The detection rate of ABC-PSNN model for mixed attack
types remains above 98To verify the optimization effect of ABC algorithm on network
intrusion detection performance, PSNN and ABC-PSNN are used to simulate intrusion
detection on the 4-class sample set, respectively. Compared with the PSNN model, the
detection rate of ABC-PSNN model on the 4-class sample set is improved by 7.72%, 7.92%,
7.13% and 6.02%, respectively, while the false alarm rate is reduced by 33.01%, 29.93%,
28.57% and 29.69%, respectively. According to the simulation findings, intrusion detection
performance is significantly improved after the optimization of ABC. the RMSE values of
the ABC-PSNN model are significantly lower than those of the PSNN model. The stability
of network intrusion detection is enhanced significantly after ABC optimization, which is
mainly because the ABC algorithm obtains better PSNN model parameters (θ, wi, η, λ).
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Table 10. Intrusion detection performance (mixed type)

Dataset Type
Detection
rate %

False alarm
rate %

KDD cup99

Normal+PROBE 98.63 2.49
Normal+ DOS 98.06 2.83
Normal+ R2L 98.24 2.55
Normal+ U2R 98.15 2.16
PROBE+ DOS 99.13 1.68
PROBE+ U2R 99.27 1.53
PROBE+ R2L 99.14 1.78
DOS+ U2R 98.91 2.04
DOS+ R2L 98.93 1.56
U2R+R2L 98.62 1.71

Masquerading
User Data

Normal+PROBE 98.34 2.53
Normal+ DOS 99.18 1.67
Normal+ R2L 98.91 1.93
Normal+ U2R 98.58 2.11
PROBE+ DOS 99.12 1.49
PROBE+ U2R 99.33 1.32
PROBE+ R2L 98.62 2.41
DOS+ U2R 99.06 2.08
DOS+ R2L 98.96 1.89
U2R+R2L 98.09 2.37

6.5. Comparison of four network intrusion detection models. To further validate
the detection performance of the ABC-PSNN model, it was simulated and compared with
the commonly used deep learning networks CNN [26], LSTM [27], and GAN [28], as shown
in Figure 4 to Figure 7. The evaluation metrics are detection rate and RMSE.

It can be seen that the detection rates of all four deep learning models are higher than
0.9. When reaching stability, the CNN model has the lowest detection rate, the other
three models are very close to each other, and the ABC-PSNN model is slightly higher.
In terms of detection time, the differences among the four models are small. In terms of
detection rate of Masquerading User Data set, ABC-PSNN ¿ GAN ¿ LSTM ¿ CNN. the
detection rate of ABC-PSNN has a significant advantage over the other 3 models, and its
detection rate is close to 1. the detection rates of GAN and LSTM are very close, while
CNN is worse. In terms of false alarm rate, the ABC-PSNN model slightly outperforms
the other three deep learning models, but the difference basically stays within 1%. Finally,
in terms of RMSE performance, ABC-PSNN has a clear advantage with its value staying
within 0.015, while the RMSE values of the other 3 models are all above 0.03.
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Figure 4. KDD cup99
Figure 5. Masquerading User
Data

Figure 6. HTTP DATASET
CSIC(2010)

Figure 7. ADFA IDS Datasets

7. Conclusion. In this work, the ABC-PSNN model is used for semi-supervised network
intrusion detection, and the difficult classification problem is effectively solved by the
impulse-triggered response of the PSNN model, while the ABC algorithm can effectively
optimize the key parameters of the PSNN, thus improving the classification performance
of the PSNN model. By comparing with the commonly used deep learning models, the
ABC-PSNN model has obvious advantages in the classification and recognition of network
intrusion detection, showing higher classification accuracy and stability. However, for
mixed attack types, the ABC-PSNN model still does not perform well enough and there
are certain false detection cases. Subsequent research will further differentiate the main
parameters of the ABC to increase the classification efficiency of the ABC-PSNN model,
so as to enhance the adaptability of large-scale network security protection.
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