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Abstract. With the emergence of new technologies such as intelligent computing, arti-
ficial intelligence and e-commerce, the scale of electronic data of various commodities has
become larger and larger. In order to deal with such large-scale data effectively, it is very
important to study cloud computing system and artificial intelligence recommendation
system. In order to achieve efficient and accurate recommendation on the cloud com-
puting platform, this paper proposes an intelligent recommendation algorithm based on
machine learning clustering model. In order to improve the performance of artificial in-
telligence recommendation system, an optimized K-means clustering algorithm is adopted
to realize data classification. Then intelligent recommendation is completed through col-
laborative filtering. In order to improve the recommendation efficiency, clustering and
recommendation are completed by using multiple nodes of Spark platform. Firstly, the
K-means clustering model of users and resources is established. Then, the wolf pack algo-
rithm(WPA) is used to optimize the initial category center points to improve the cluster-
ing accuracy. Secondly, according to the category attributes of users and resources, the
user-resource scoring data is obtained, so as to establish a collaborative filtering intelli-
gent recommendation model. Finally, the recommendation model is deployed to the Spark
platform to realize the distributed operation of clustering and intelligent recommendation.
The experimental results show that more accurate recommendation performance can be
obtained by setting the number of clustering centers reasonably. Because of making full
use of the parallel computing advantages of Spark platform, this work has high real-time
performance.
Keywords: Recommendation system; Artificial intelligence; Machine learning cluster-
ing; Collaborative filtering; Wolf pack algorithm
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1. Introduction. With the emergence of new technologies such as intelligent computing,
artificial intelligence and e-commerce, the scale of electronic data of various commodities
has become larger and larger. In order to deal with such large-scale data effectively, it is
very important to study the artificial intelligence recommendation system. Cloud com-
puting has great advantages in storing and processing large-scale data. Cloud computing
can provide storage resources and computing resources to users through services, and flex-
ibly allocate service performance according to users’ needs [1,2,3,4]. Artificial intelligence
recommendation system can help users find their interesting content from a large amount
of information. There is a natural interaction between artificial intelligence recommen-
dation system and cloud computing [5,6]. Due to the increasing scale of data, it is more
and more difficult for recommendation system to access these data. At the same time,
how to quickly calculate the recommendation results has become an urgent problem to
be solved.

We are in the age of data, where huge amounts of electronic data are being generated
every moment of every day. Especially since the Internet has entered the Web 2.0 era
[7,8], the Internet has made everyone a creator and user of data. Various types of elec-
tronic digital devices generate huge amounts of electronic data, such as digital cameras,
smartphones, tablet computers, etc. The emergence of new projects such as ”metaverse”
has led to a rapid growth of electronic data on the Internet. In recent years, along with
the rapid development of information technology such as cloud computing, big data, the
Internet of Things and artificial intelligence and the transformation of traditional indus-
tries into digitalisation, the amount of data has grown geometrically. According to the
Internet Data Center (IDC), the total amount of global data is expected to reach 44 ZB by
2020. how to obtain the content of our interest from large-scale data has been a hot issue
for research [9]. An important research direction to solve this problem is recommendation
systems. Recommender systems can help users select content that may be of interest to
them from massive data based on their information and behaviours, such as gender, age,
preferences and history [10,11]. With the continuous collection of user information and be-
havioural data, recommendation systems are constantly improving themselves to achieve
accurate recommendations [12,13]. Recommender systems have important applications in
e-commerce, social networks, search engines and Internet advertising and marketing.

Cloud computing platforms centralise computing processes in the cloud, reducing the
load on user endpoints and allowing clients to focus on interactive technologies. Cloud
computing applications have the ability to be deployed quickly and reduce hardware
resource overheads. Equipping a recommendation system on a cloud computing platform
has natural advantages.

The rest of the paper is organised as follows. Related works are presented in Section 1.
In Section 2, the basic knowledge of cloud-based recommendation systems was studied in
detail, while Section 3 provides the proposed recommended collaborative filtering method.
Section 4 provides the experimental results and analysis. Finally, the paper is concluded
in Section 5.

1.1. Related Work. The aim of this research is to build fast, large-scale recommender
systems through emerging cloud computing platforms and use intelligent computing and
clustering algorithms to achieve accurate recommendation results. Firstly, the distributed
data storage on cloud computing platforms provides theoretically unlimited data storage
capacity for recommendation systems. The virtualised storage management on the cloud
provides efficient data throughput for the recommendation system. Both of these allow
the recommendation system to read massive amounts of training data and thus provide



Machine Learning Clustering E-commerce Cloud Computing 1323

quality recommendations. Secondly, the distributed computing power of the cloud com-
puting platform provides the recommendation engine with fast responsiveness to satisfy
the various personalised recommendation requirements of a large number of users.

Cloud computing is an emerging and popular concept, the core part of which is dis-
tributed computing [14,15]. Distributed computing can divide complex problems into
many smaller problems and eventually aggregate the results to achieve high performance
computing. Cloud computing allows storage and computing resources to be made available
to users as a service, with service performance allocated as elastically as the user needs.
Cloud computing platforms can provide dynamic provisioning, configuration, reconfigure
and deprovisioning services. IDC defines cloud computing as [16]: Cloud computing is a
new model of software development and application that provides customised services and
solutions in real time over the Internet. Thus we can see from this that cloud computing
provides an elastic IT service. Cloud computing obtains high computing power as well
as massive storage capacity through large-scale clusters. The working principle of cloud
computing is shown in Figure 1.

Figure 1. How cloud computing works

The rapid growth of data volumes on cloud computing platforms is leading to a gradual
change in the way users access online services. Most web recommendation systems will
obtain the similarity relationship between users and resources based on similarity calcu-
lation, so as to recommend the resources with the highest similarity for users. This kind
of intelligent recommendation system based on data clustering is the mainstream model
of current web recommendation systems [17,18]. Due to the clustering calculation in-
volved, the accuracy and efficiency of recommendations are affected when there are more
categories and the data size is large. Therefore, multi-class clustering and large-scale
computing efficiency are the key problems to be solved in artificial intelligence recommen-
dation system.

At present, the most typical machine learning clustering algorithm is K-means algo-
rithm based on partition. Intelligent recommendation techniques based on the K-means
algorithm have been studied more. Liu et al. [19] used a deep model to implement K-
means clustering mining and used it for online learning resource recommendation. This
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work was able to make resource recommendations based on the user’s behavioural habits
over a short period of time. However, the accuracy of the recommendations was not high
due to the limitations of the model. Liu et al. [20] used a neural network technology
to improve the accuracy of K-means clustering in order to provide advertising pushes to
online users of a website. However, limited by the initial value selection, mild misclassi-
fication also occurred in the recommended results. He et al. [21] achieved good results
by using a clustering mining algorithm to achieve song recommendations for different
users based on user history. However, the small amount of training data led to some
limitations in the applicability of this recommendation system. Shu and Jin [22] proposed
a piecewise parameterization method of control variables to obtain the optimal control
parameters. Although all the above methods have improved the accuracy of clustering to
a certain extent, they have not effectively used the cloud computing platform to improve
the recommendation efficiency.

1.2. Motivation and contribution. In order to enable an efficient and accurate recom-
mendation system on a cloud computing platform, this paper proposes a recommendation
algorithm based on a machine learning clustering model. For the intelligent recommen-
dation system to work better, an optimised K-means clustering method is employed to
achieve data classification.

Wolf pack algorithm(WPA) is a new type of population intelligence optimisation algo-
rithm recently proposed to solve the global optimisation and local extreme value problems.
Compared to DE, PSO, ACO and GA, WPA has strong convergence performance, simple
structure, few parameters to be adjusted and easy to realize. Most of the existing K-means
clustering preprocessing needs to manually set the initial clustering center. However, the
K-means algorithm based on WPA makes the k-means algorithm unaffected by the initial
clustering center. Therefore, this paper attempts to introduce WPA to optimise the K-
means clustering to enhance the precision of multi-category clustering, and to introduce
the parallelization of Spark engine to improve the clustering efficiency.

The main innovations and contributions of this paper include:
(1) An in-depth analysis of the partition-based K-means algorithm is made, and several

drawbacks of the K-means clustering are described. This work suggests using WPA to
improve the original category cluster centers of the K-means method in order to address
these drawbacks and increase clustering accuracy.

(2) In order to solve the problem that the traditional mode of clustering algorithm
is difficult to handle large-scale data, this paper parallelizes the design of the K-means
algorithm and collaborative filtering algorithm so that it can run properly in Spark’s
MapReduce framework.

2. Artificial intelligence recommendation system based on cloud computing.

2.1. Recommender systems in a distributed environment. The research on rec-
ommendation systems in distributed environments is mainly based on Mobile Agent [23],
which is a computational entity that can function continuously and autonomously in a
certain environment. The Mobile Agent technology makes the recommendation system
suitable for complex distributed environments and has a high degree of flexibility.

In a Mobile Agent-based recommendation system, the Agent is divided into the fol-
lowing categories [24]: (1) the User Agent, which is responsible for the input and output
interaction with the user; (2) the Control Agent, which is responsible for the coordina-
tion of the whole recommendation process; and (3) the Recommendation Agent, which
is responsible for the discovery and invocation of the recommendation service. A typical
mobile Agent-based recommendation system flow is shown in Figure 2.
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Figure 2. A typical process of recommender system based on Mobile Agent

Mobile Agent is an advanced artificial intelligence technology with good applicability
in cloud computing. mobile agent embodies the social collaboration of computational
intelligence and can effectively simulate the group intelligence of computers.

2.2. MapReduce. MapReduce is a distributed programming model software architec-
ture proposed by Google. Firstly, the programming model for cloud computing must be
applicable to the distributed operating environment of a cluster. Secondly, in order to
achieve the user requirements, we need to enable developers to directly observe distributed
computing, task scheduling, and exception handling in the underlying cloud computing
[25]. The MapReduce programming model requires the definition of two functions: Map
and Reduce, as shown in Figure 3. The MapReduce process requires a TaskTracker, which

Figure 3. MapReduce process

stores the working state of all Maps and Reduces. TaskTracker assigns Map and Reduce
tasks to the nodes in the system and monitors them for their work. When a Mapper
job is complete, the intermediate results generated by that Mapper will be stored on the
disk in this node and the location of the results will be sent to TaskTracker. TaskTracker
notifies Reducer that need these intermediate results step by step. The required data is
then read from Mapper’ s disk by the Reducer.

The MapReduce programming model is highly fault tolerant, in that when a Mapper
or Reducer fails, the TaskTracker will exclude that node from the system. The keys
processed on the node will be reassigned to other Mappers or Reducers for execution.
When the failed node is restored to normal, JobTracker reassigns new tasks to that node.
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2.3. Spark architecture for cloud computing. Apache Spark is an open source dis-
tributed computing framework that was originally developed by the AMP Lab at the
University of California, Berkeley [26,27]. Each step of Hadoop MapReduce must se-
rialize data written to a distributed file system, resulting in a significant reduction in
operational efficiency. However, Spark stores intermediate results on memory whenever
possible, greatly increasing the speed of computation. Spark extends the MapReduce
model to allow developers to develop complex multi-step data channels using Directed
Acyclic Graph (DAG). In addition, Spark supports in-memory data sharing across di-
rected acyclic graphs so that different jobs can work together on the same data.

Spark, as a common engine for large-scale data processing, uses a master-slave node
management model to jointly perform data processing tasks. The main structure of Spark
is shown in Figure 4. In addition to this master-slave model, the Spark platform has the

Figure 4. Spark structure

advantage that most of the data operations are done in Resilient Distributed Datasets
(RDDs) in memory. This approach greatly improves the efficiency of data access. By using
the Spark platform for clustering and recommendation of large-scale data, the problem of
inefficient computing caused by frequent iterations in clustering is solved, and the problem
of real-time intelligent recommendation is also solved.

3. Collaborative filtering recommendation based on machine learning cluster-
ing.

3.1. Analysis of the K-means algorithm. The K-means algorithm is a division-based
machine learning clustering algorithm [28] that is capable of dividing a dataset into k sets
specified by the user.

If the objects in the dataset can all be abstracted into points on an m-dimensional space
(m being the number of object attributes considered in the clustering), then clustering
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using the K-means algorithm is well suited. The result of clustering is that the n (total
number of objects in the dataset) objects on the m-dimensional space are divided into
k different groupings cj ,C = {cj|j = 1, 2, ..., k}. The distance between any two points i
and j in the K-means clustering space is Sij .

Sij =

{
dij, i ̸= j
0, i = j

(1)

Assuming that the centroid xi contains n attributes, then xi can be expressed as (xi1, xi2, xi3, . . . , xin)
. Assuming that the point to be clustered is xi, the distance between and xj is dij.

dij =

√√√√ n∑
k=1

(xik − xjk)
2 (2)

The distance from the centroid of all sample points to be clustered can be calculated
according to Equation (2). The distance dij is used to determine whether xi and xj

belong to a class. The clustering objective function is then established based on the
distances and the minimum value of the clustering objective function is solved.

e =
∑

i

∥∥∥xi −
∑

Sijxj

∥∥∥2

(3)

The final objective function obtained is shown as follow.

min ε

s.t.
∑
j

Sij = 1, Sij ≥ 0 (4)

When executing the K-means algorithm, the number of initial groupings k and the ini-
tial clustering centres of each grouping need to be set artificially. However, in practical
applications, there is no universal solution for the selection of the initial values of the K-
means algorithm [29]. the efficiency of K-means clustering depends on the dimensionality
of the points to be clustered and the amount of sample data. In general, the accuracy
and efficiency of clustering decreases as the number and dimensionality of the samples
to be clustered increases, so that using only the K-means algorithm is not feasible when
dealing with large-scale data. Because the selection of the initial centroid of the K-means
clustering method is also important and it affects the efficiency of the clustering, some
improvements to the K-means algorithm are needed. Therefore, this paper proposes an
idea of pre-processing the data set to derive the k -value, the initial clustering centre.
Data pre-processing allows simple analysis and operations to be performed on the

dataset to extract the clustering grouping information implied by the dataset. By pre-
processing the data, we can derive the k -values and k initial cluster centres required by
the K-means algorithm. There are various ways of pre-processing the data, one of which
is to select a population intelligence optimisation algorithm to first compute the dataset.
The result of the calculation is used to determine the k -value. Based on this solution,
the Wolf pack algorithm is ideally suited to be used for data pre-processing due to its
powerful global optimisation seeking capability.

3.2. Wolf pack algorithm. The principle of the Wolf pack algorithm (WPA) is shown in
Figure 5. Let the total number of wolves in a given pack be N and the data dimension be
D , then the position of the i -th wolf is Xi = (xx1, xx2, . . . , xid, . . . , xiD) , where 1 ≤ i ≤ N
, 1 ≤ d ≤ D.

xid = xmin + rand ∗ (xmax − xmin) (5)
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Figure 5. Principle of the WPA

where xmax and xmin are the upper and lower bounds of the d -dimensional space, respec-
tively. rand is a random value in the range [0,1].
The wolf with the highest fitness value was selected as the Alpha wolf and the wolves

around it were the Beta wolves. The number of Beta wolves was Tnum and there was a
limit to the number of steps they could move.

StepG(d) =
|maxd −mind|

S
(6)

where 1 ≤ d ≤ D , S are adjustable weight constants. The Beta wolf’s position is updated
in the manner shown as follow.

xG
i,d = xi,d + sin(

2π

h
)× StepG(d) (7)

where i = 1, 2, .., Tnum , h is the number of directions of movement.
The remaining wolves in the pack are Omega wolves, which also have some limitations

on their movement paces.

StepB(d) =
2× |maxd −mind|

S
(8)

Omega’s position is updated in the manner shown as follow.

xB
i,d = xi,d + StepB(d) ·

[si,d − xi,d]

|si,d − xi,d|
(9)

where i = 1, 2, .., N−Tnum−1 . [x] means the largest integer that does not exceed the real
number x. si,d is the distance between the i -th wolf and the Alpha wolf in d -dimensional
space, si,d ∈ Dd .

Dd =
1

D × ω
×

D∑
d=1

|maxd −mind| (10)

where ω is the distance factor constant. When the pack finds its prey and the Alpha wolf
gives the command to surround, the Alpha wolf’s movement step is updated in the way
shown as follow.

StepW (d) =
|maxd −mind|

2× S
(11)
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The Alpha Wolf’s position update is calculated as follows.

xW
i,d = xi,d + λ · StepW (k) · |sd − xi,d| (12)

The overall flow of WPA is shown in Figure 6.

Figure 6. Flow of the WPA

3.3. Collaborative filtering recommendations. It is possible to get the user’s ranking
of each resource or service to be recommended after clustering using the WPA-K-means
method. Then, practical recommendations are generated using the collaborative filtering
process. Collaborative filtering-based recommendations are the most widely used rec-
ommendation method in recommendation systems. The basic principle of collaborative
filtering is to find the correlation between users based on their recommended behaviour
towards the set of recommended objects, and make recommendations accordingly. An
example recommendation process is shown in Figure 7. The set of recommended users is
U = (u1, u2, . . . , um), the set of resources to be recommended is I = (i1, i2, . . . , in) , and
rm,n denotes the rating of the n-th resource by the m-th user, then the similarity relation
between users a and b is sim(a,b).

sim(a, b) =

n∑
p=1

(ra,p − ra)(rb,p − rb)√
n∑

p=1

(ra,p − rb)
2(rb,p − rb)

2

(13)

where ra and rb represent the average rating of all resources by users a and b respectively.



1330 L.-M. Han, Y.–P. Gao, and J.–G. Liu

Figure 7. Example of a recommendation based on collaborative filtering

In the process of collaborative filtering recommendations, in addition to the analysis
of similarities between users, the most important thing is the need to solve for the user’s
rating of the resource. The rating of resource k by user j is score(j,k).

score(j, k) = ra +

n∑
p=1

sim(j, k)2(rb,p − rb)

n∑
p=1

sim(j, k)
(14)

Based on the rating of resources, we will recommend resources with high ratings for users,
thus completing intelligent recommendations. The intelligence of the work in this paper is
reflected in the fact that instead of all users rating all resources one by one, WPA-K-means
clustering is used to predict the users’ rating values for resources from the behavioural
data of users accessing the network.

3.4. Improvements to MapReduce-based Recommender Systems. The most im-
portant computational elements in the recommendation system proposed in this paper are
the collaborative filtering algorithm and the WPA-K-means clustering algorithm. How-
ever, both of these algorithms are serially computed in a sequential order. Therefore,
MapReduce-based improvements to these two algorithms are needed.

Firstly, the two most important steps in the collaborative filtering algorithm are the
calculation of item similar degree and the calculation of predicted ratings for the target
user’s unrated items based on item similar degree. These two most important steps are
serial. To perform parallel computation on the MapReduce-based Spark platform, we use
a MapReduce job to compute the similarity of items. When the results are obtained,
a MapReduce job is then used to compute the predicted rating values for the user’s
unrated items. When the target user needs a recommendation, we calculate the predicted
score of each item in the map phase based on the user’s recommendation score and the
similarity list of each item. The results are collected in the reduce phase and the Top N
recommended items are returned, as shown in Table 1 and Table 2.



Machine Learning Clustering E-commerce Cloud Computing 1331

Table 1. Map phase.

Input date Output date
<element 1, ((element 2, similarity),

(element 3, similarity))>
<NA, (element 1, predicted score)>

<element 2, ((element 1, similarity),
(element 3, similarity))>

<NA, (element 2, predicted score)>

<element 3, ((element 1, similarity),
(element 2, similarity))>

<NA, (element 3, predicted score)>

Table 2. Reduce phase.

Input date Output date
<NA, (element 1, predicted score)>

<NA, sorted list of recommended elements<NA, (element 2, predicted score)>
<NA, (element 3, predicted score)>

The collaborative filtering algorithm on the Spark platform goes through a total of
four MapReduce processes. Each MapReduce process is a parallel computational process.
Since the mathematical basis of the collaborative filtering algorithm is not changed, the
MapReduce-based collaborative filtering algorithm has the same recommendation effect
compared to traditional collaborative filtering algorithms. However, MapReduce-based
collaborative filtering algorithms have the ability to run in large clusters and can efficiently
perform recommendation analysis on large data sets.

Secondly, in order to realize the parallelization operation of WPA-K-means clustering,
a new Map Reduce function is designed in this paper, as shown in Table 3. In the Map
phase, the nearest cluster centre is calculated based on the input data points, and the
data points are given a new group identity. In the Reduce phase, a new cluster centre is
calculated based on the output of the Map function.

3.5. WPA-K-means clustering and recommendation process. First, analyse the
client’s intelligent recommendation task requirements. Then, the Spark platform is built
and distributed nodes of appropriate size are deployed. Then, a machine learning clus-
tering model is built and the initial clustering centroids of the K-means algorithm are
optimised by WPA. The clustering results are used to obtain user-attribute score data.
Finally, collaborative filtering is used to complete the intelligent recommendation, and
the intelligent recommendation process under the Spark platform is shown in Figure 8.

4. Experimental results and analysis. In order to verify the recommendation per-
formance of machine learning clustering under Spark platform, the test is carried out
on public data sets. The public data set is ZARAUR uniqlo clothing sales data set
(https://www.heywhale.com/mw/dataset), as shown in table 4. This data set contains
23,000 online shopping comments and evaluations, which can well verify the recommen-
dation performance of clustering mining. Spark platform consists of one Master node
and nine Work nodes, all of which have the same hardware parameters. WPA-K-means
algorithm is used to complete clustering, and then product recommendation is completed
through collaborative filtering. The simulation environment for all algorithms in this pa-
per is Matlab7.0. The experimental platform is Windows 10 64-bit operating system, and
the CPU is i5-4570 processor with 4 GB of memory. The experimental parameter settings
are shown in Table 5.
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Table 3. Map Reduce functions for WPA-K-means clustering.

Map Reduce functions Pseudo-code

Map phase

Map Class{
map(key, value){
Sort = 0.
Dis = Max Value.
for (int i=1; i<k; i++) {
tempDis = dis(i, pointer);
if(tempDis <minDis) {
Sort =i. minDis = tempDis.

}
}

produce<”Sort”, value>.
}

Reduce phase

Reduce Class{
Reduce(key,value){
Rows = 0.
Sort = k.
Records = new Double[Col];
for(int i = 0; i<Col; i++){
for(int Rows = 0;Rows<value.length; Rows++){
Records[i] = value[Rows][i].

}
}
for (int j = 0; j <Col; j++)
pointer += Records[j].

produce<key, pointer>.
}

Table 4. ZARAUR experimental data set.

Sample set User data Records of consumption Sample size
Data1 1956 1683 5 GB
Data2 6042 3680 25 GB
Data3 72001 10000 150 GB
Data4 805543 100000 1 T

4.1. Recommended performance for different number of clustering centres.
The Root-mean-square error (RMSE) is used to evaluate the performance of the recom-
mendation system. The smaller the RMSE, the higher the accuracy of the recommen-
dation system. The product rating matrix is very sensitive to the number of clustering
centres k, which affects the stability of the collaborative filtering recommendation algo-
rithm. Therefore, different values of k were chosen during the testing process to find
the optimal number of clustering centres, as shown in Figure 9. It is clear that as the
value of k rises, the RMSE value of the recommendation system first lowers and then
rises. When the value of k is small, the recommended goods have a large deviation from
the actual rating value of users. Data1 and Data2 obtained the smallest RMSE values
at k=16, while Data3 and Data4 obtained the smallest RMSE values at k=18. As the
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Figure 8. Flow chart of intelligent recommendation under spark platform

Table 5. Experimental parameters.

Parameter numerical value
xmax 0.4
xmin 0.2
S 0.6
N 40
D 20
ω 0.2

The maximum number of iterations 2000

value of k continued to increase, the RMSE values gradually increased and the stability
of the recommendations became worse. This suggests that the optimal k value for the
recommender system is [16,18] for the ZARAUR dataset. Therefore, in the subsequent
tests for the ZARAUR dataset, the range of k values was set to [16, 18].

4.2. Recommended performance of public datasets. First, k=16 was set and the
WPA-K-means method was used. Then, the ZARAUR dataset was trained using the
collaborative filtering recommendation algorithm, and the training process was performed
on a Spark platform consisting of 10 nodes. The recommendation performance of the
public dataset is shown in Table 6.

In terms of recommendation time performance, the difference in capacity is not signif-
icant in terms of recommendation time, mainly due to the Spark platform being adopted
for parallel computing. For the 10 nodes, the variation in recommendation time due to
the difference in capacity of the 4 sample sets is very small.

4.3. Acceleration Performance of the Spark Platform. To estimate the impact
of the Spark framework on the efficiency of intelligent recommendations, the speed-up
factor of parallel recommendations versus serial recommendations was calculated. the
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Figure 9. Precision of recommendations for various k values

Table 6. Recommended performance.

Sample set
Accuracy % Recommended

time/sMinimum
value

Average
value

Maximum
value

Data1 86.913 88.539 90.062 1.156
Data2 86.752 88.613 89.435 1.197
Data3 86.913 88.784 89.391 1.213
Data4 86.865 88.728 90.506 1.228

Spark speed-up performance is shown in Table 7.

S =
Ta

Ts

(15)

where Ta is the serial recommended time and Ts is the parallel recommended time. It

Table 7. Effect of Spark on intelligent recommendation efficiency.

Data set Capacity Number of nodes Speed-up factor

Data1 5 GB
1 1.000
5 1.001
10 1.001

Data2 25 GB
1 1.000
5 1.013
10 1.024

Data3 150 GB
1 1.000
5 6.473
10 13.139

Data4 1 T
1 1.000
5 22.287
10 43.907
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is evident that the Spark speed-up factor grows as the number of worker nodes rises.
The impact of the number of Worker nodes on the speed-up factor becomes increasingly
important as the data set capacity increases. When the sample size of Data1 is 5 GB and
the worker nodes reach 10, the speedup ratio only increases by 0.001. When the sample
size is 1 T, the parallel recommendation time is reduced by about 43 times compared
to the serial recommendation time. As a result, the recommendation effectiveness for
big data sets is enhanced by collaborative filtering recommendation based on machine
learning clustering on Spark platform.

4.4. Performance simulation of different recommendation algorithms. In order
to continue to verify the superiority of the algorithms in this paper in intelligent recom-
mendation systems, the SVM algorithm, deep neural network (DNN), XGBoost algorithm
and the algorithms in this paper were compared on Data 4 of the ZARAUR dataset, re-
spectively, as shown in Figure 10. It can be seen that the recommendation accuracy of

Figure 10. Recommended performance of different algorithms

the four different algorithms increases with the number of iterations at the beginning.
When the number of iterations is greater than 200, the recommendation accuracy of the
four different algorithms stabilises. Recommendation performance consists of two as-
pects: accuracy and convergence speed, so it is necessary to analyse these two aspects
together. Firstly, in terms of recommendation accuracy, our algorithm ranked first after
convergence, with an accuracy rate of over 0.9. The SVM algorithm had the worst rec-
ommendation accuracy rate, which was only about 0.7. Secondly, in terms of convergence
speed, the SVM ranked first with 190 times, while our algorithm ranked second with
about 230 times, and the XGBoost algorithm had the slowest convergence speed. Based
on the overall recommendation performance comparison of the four algorithms, this paper
ranked high in both accuracy and convergence speed.

5. Conclusion. In order to effectively process large-scale electronic data on the cloud
computing platform and realize an efficient and accurate artificial intelligence recom-
mendation system, this paper proposes a recommendation algorithm based on machine



1336 L.-M. Han, Y.–P. Gao, and J.–G. Liu

learning clustering model. In order to improve the performance of artificial intelligence
recommendation system, an optimized K-means clustering algorithm is adopted to realize
data classification. Then intelligent recommendation is completed through collaborative
filtering. This paper attempts to introduce WPA to optimize K-means clustering algo-
rithm to improve the accuracy of multi-class clustering, and at the same time, introduce
multi-node parallel computing on Spark platform to improve clustering efficiency. Be-
cause of making full use of the parallel computing advantages of Spark platform, the work
in this paper has high real-time performance, so as to obtain the content we are inter-
ested in from large-scale data more quickly. However, when WPA algorithm is faced with
complex high-dimensional problems, the iterative calculation process has a large amount
of calculation, which will be further studied in the future.
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