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Abstract. With the increasing demand for application scenarios such as autonomous
driving, robotics, and drones, segmentation networks that require high-performance GPUs
to operate cannot satisfy these computationally constrained devices. How to design a
lightweight semantic segmentation network with low parameters and fast running speed
becomes a challenging problem. Therefore, this paper proposes a lightweight semantic seg-
mentation method based on multi-level feature fusion. The algorithm takes MobileNetv2
as the core to build a lightweight feature extraction network. The feature enhancement
module is designed and multi-level features are integrated, enabling the model to obtain
more information generated by the backbone network. The combination of CEloss and
Diceloss loss function is proposed to reduce the impact of sample imbalance. Experimen-
tal results on the PASCAL VOC 2012 dataset show that the segmentation accuracy of
the algorithm is 72.61% and the average time of a single picture is 45ms, achieving a
good balance between real-time performance and accuracy.
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1. Introduction. Artificial intelligence technology is gradually helping people get rid
of pure repetitive work and has been widely used. Relevant research has become a hot
spot in recent years [1]. Semantic segmentation is an important image preprocessing
method in the field of artificial intelligence. Compared with object detection and image
classification, the pixel-by-pixel feature of semantic segmentation makes it suitable for
various applications in the field of artificial intelligence, such as autopilot, robot and
medical assistant diagnosis.

Since the emergence of deep learning algorithm, CNN (convolutional neural network)
has received more and more attention [2]. At present, image semantic segmentation tech-
nology is mainly based on depth learning neural network [3]. These models [4, 5, 6, 7, 8, 9]
improve network performance by introducing more parameters and various complex oper-
ations. For example, the parameter of the classic split network PSPNet network is 65.7M.
It takes several seconds to process images on the Titanxp GPU. These high-precision seg-
mentation network models usually have a large number of parameters and require a lot of
memory resources. This limits the application of these high-precision networks in equip-
ment with limited computing power, such as autopilot, robot vision and medical assistant
diagnosis. In particular, the storage space of smart phones is limited, and it is unlikely
to use hundreds of MB of memory to store these segmentation models. With the in-
creasing demand for application scenarios such as autopilots, robots and unmanned aerial
vehicles, high-precision segmentation networks that require high-performance GPUs to
operate cannot meet these devices with limited computing power. Therefore, many schol-
ars at home and abroad have proposed some effective algorithms to solve this challenging
problem. ENet [10] abandoned the final stage of the model in order to pursue an ex-
tremely compact framework, resulting in that the acceptance domain of the model is not
enough to cover large objects, making the segmentation ability very poor. BiSeNet [11]
proposes a new bidirectional split network, which improves the speed of split network.
ESPNetV2 [12] uses void convolution and depth-separatable convolution to reduce model
parameters. Although it can effectively reduce the number of parameters, the lack of
network feature extraction ability leads to low accuracy. CGNet [13] built a lightweight
CG module to learn the joint features of local features and surrounding contexts, and
further improved the learning of joint features by introducing global context features. Al-
though the above algorithms reduce the number of parameters and improve the real-time
performance to a certain extent, the accuracy does not reach the expected effect. There-
fore, how to achieve a reasonable balance between the accuracy and speed of semantic
segmentation network in the equipment with limited computing power has become a key
issue.

In order to solve the above problems, this paper proposes a multi-level feature fusion
lightweight network. In the coding stage, the whole network uses the lightweight Mo-
bileNetv2 network to extract image features, and uses ASPP to capture image multi-scale
context content information; In the decoding stage, a feature enhancement FE module is
designed to enhance the multi-level features generated by the backbone network, and then
merge them with the high-level feature map, so as to make full and effective use of the
semantic information of the low-level feature map and solve the problem of rough image
segmentation. At the same time, a scheme combining CEloss and Diclose loss functions is
proposed to solve the imbalance between positive and negative samples. The experimental
results show that our algorithm achieves 72.61% accuracy of MIOU on the dataset, and
the average time of a single image is 45ms, and achieves a good balance between real-time
and accuracy.

2. Approach.
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2.1. The overall structure. In order to make the algorithm of this paper have real-time
segmentation speed and high segmentation accuracy, model of this paper is designed on
the basis of the current most advanced semantic segmentation algorithm DeepLabv3. The
whole network structure of this paper is shown in Figure 1.

In the encoding stage, the lightweight MobileNetv2 is used as the basic network struc-
ture to extract features, and then the extracted feature maps are input to the Atrous
Spatial Pyramid Pooling module (ASPP) to capture the multi-scale contextual content
information of the image. The size of the convolution kernel limits the range of depen-
dency captures betweendata samples [14]. Therefore, in order to expand the receptive
field, the hole convolution sequence with hole ratio of 6, 12 and 18 is used in the ASPP
module. The selection of hole ratio here is the same as DeepLabv3+, which makes the
segmentation performance better. Besides, a 1×1 convolution and image pooling are
parallelized to obtain more features. These feature map obtained by the ASPP module
is spliced and fused in the channel dimension, and the dimension of the feature map is
reduced by 1×1 convolution.

In the decoding stage, a feature enhancement module FE is designed to enhance the
details of the low-level features generated by the backbone network. Then it is spliced
and fused with the features output from the up-sampled encoding stage, 3×3 convolution
is used to refine the features, and bilinear interpolation is used again for up sampling.
Finally, output the final prediction graph of semantic segmentation.
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Figure 1. The overall structure of the algorithm in this paper

2.2. Backbone network MobileNetv2. MobileNetv2 is a lightweight neural network
focused on mobile terminals or embedded devices proposed by the Google team in 2018. In
standard convolution, each convolution kernel performs convolution operations simultane-
ously on all channels of the input [15]. While MobileNetv2 replaces ordinary convolution
with deep separable convolution, which can reduce the number of parameters and speed
up the calculation. At the same time, the inverted residual structure is used to further
improve the performance of the network. The above structure can make MobileNetv2
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greatly reduce the amount of parameters and computation of the model when the ac-
curacy rate only decreases by a small margin. The structure of MobileNetv2 is shown
in Table 1. Where t is the expansion factor, c is the output channel, n is the number
of repetitions, and s represents the step size. In this model, the last pooling layer and
full connection layer are deleted from the original MobileNetv2 structure. Because the
original MobileNetv2 directly classifies the target after extracting the feature, and the
model in this paper also needs to further process the extracted feature, so the final full
connection layer is not required.

Table 1. Backbone Extraction Network Structure

input Operator t c n s

5122×3 conv2d - 32 1 2
2562×32 conv2d 1 16 1 1
2562×16 bottleneck 6 24 2 2
1282×24 bottleneck 6 32 3 2
642×32 bottleneck 6 64 4 2
322×64 bottleneck 6 96 3 1
322×96 bottleneck 6 160 3 2
162×160 bottleneck 6 320 1 1
162×320 conv2d 1×1 - 1280 1 1

It should be noted that there is residual connection if and only if the step size is 1, as
shown in Figure 2(a), and if the step size is 2, there is no skip connection, as shown in
Figure 2(b). MobileNetv2 uses the inverted residual structure to increase the dimension
first and then reduce the dimension, so that the network allows smaller input and output
dimensions, thereby reducing the calculation cost and parameter amount of the network.
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Conv 1×1，Linear

Input

Conv 1×1，Relu6

Dwise 3×3，stride=2，

Relu6

Conv 1×1，Linear

(a) (b)

Figure 2. Bottleneck structure of MobileNetv2

2.3. FE module design. In encoder-decoder based semantic segmentation network struc-
ture, the low-level features generated by the backbone network have rich spatial and de-
tailed information, such as the primary edge and spatial bit information of the image.
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However, due to less convolution and more noise, these edge and position information are
relatively blurred. In order to obtain a more accurate segmentation effect, these low-level
features must be further processed and utilized. Therefore, this paper proposes an FE
module, as shown in Figure 3. The FE module is used to enhance the local edge contour
information and global position information. This module contains two branches. One
branch uses 3×3 convolution further extract local edge detail information. In addition,
considering that when low-level features and high-level features are fused, the low-level
features should have a lower dimension ratio, so adding a 1×1 convolution reduces dimen-
sionality of low-level features. Another branch uses the global average pooling operation
to integrate the global spatial information to achieve a better effect of strengthening the
global location information. Through the above processing, the two branches contain
enhanced global position information and enhanced local contour detail information re-
spectively. The features obtained from the two branches are fused to enhance the overall
information of low-level features. The high-level semantic features obtained through the
deep backbone network contain rich semantic information. The fusion of low-level features
and high-level features enhanced by FE module will greatly help the decoder to recover
image resolution. In this paper, we first upsampling the deep features obtained at the
coding end to obtain a feature map with the same size as the low-level features. Then
connect the high-level semantic features with the low-level spatial features in the two
stages of the backbone network generation on the channel dimension, and then use 3×3
to refine features and further enhance the effectiveness of features. Through multi-level
feature fusion, the whole model can make full use of the feature map generated in each
stage of the network, and improve the accuracy of segmentation.

Input

3×3conv

Global Average 

Pooling
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Concat

Figure 3. FE module structure diagram

2.4. Loss function. Designing a loss function that represents the learning goal more
clearly based on the data and characteristics of a task often brings some improvements to
the task [16]. Cross entropy loss function (CEloss) is a classical loss function in pixel-wise
semantic segmentation. CEloss calculates the distance between the predicted probability
distribution and the actual output probability distribution, and its formula is shown in
Equation(1). It’s often used in the field of semantic segmentation mainly because of
its excellent convergence speed. However, it is not suitable for solving the problem of
unbalanced of samples, and data imbalance will make the model learning bias and make
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the training process fall into the local minimum of the final loss function. But Diceloss
is a common approach to solve this problem. Dice loss was proposed by Fausto Milletari
in V-Net [17], which takes the evaluation metric of semantic segmentation as Loss. Dice
coefficient is a measure function used to evaluate the similarity between two samples, and
its value ranges from [0,1]. When the coefficient is 1, it means complete overlap, and
its formula is shown in Equation(2). The larger the value of s in Equation(2), the more
similar the predicted value and the true value, so the closer the Dice coefficient is to 1,
the better. If used as a Loss the smaller the better, so Diceloss is shown in Equation(3).
Although Diceloss can have good segmentation performance for scenarios with unbalanced
data, the training loss tends to be unstable, especially when the target is very small. In
addition, gradient saturation may occur in extreme cases. Therefore, in this paper, a
scheme combining CEloss and Diceloss loss function is proposed, and the specific formula
is shown in Equation(4).

 LCE = − 1

n

∑
x

[y ln a + (1 − y) ln(1 − a)] (1)

s =
2|X ∩ Y |
|X| + |Y |

(2)

 LDL = 1 − s = 1 − 2|X ∩ Y |
|X| + |Y |

(3)

L = LCE(a) + LDL (4)

When there is an extreme imbalance between the front and back scenes, CEloss cannot
solve this extreme imbalance. However, Diceloss is not affected by the size of the fore-
ground and can deal with this problem well. In some extreme cases, Diceloss cannot learn
the correct direction of gradient descent. Combined with CEloss, it can give the network
a learning direction. Therefore, this paper mainly combines Dicelos with CEloss to train
the network.

3. Experiment.

3.1. Dataset. The model will be trained and tested on Pascal VOC 2012 data set. Pascal
VOC 2012 is a classic dataset in the field of semantic segmentation. Pascal VOC 2012
dataset plus background has 21 categories, including 1 background class and 20 target
classes. For the segmentation task, the data set has 1464 training, 1449 verification and
1456 test images.

3.2. Implementation details. The hardware and software environment configurations
of all experiments are shown in Table 2.

Table 2. Experimental software and hardware environment configuration

Configuration version

OS 64 Windows10
processor Intel(R) Xeon(R)Silver 4114 CPU @2.20GHZ 2.19GHZ

GPU NVIDIA Quadro P4000
Cuda Cuda 9.2

Python Python 3.6
Deep Learning Framework Pytorch 1.2.0

development tools PyCharm Community Edition 2020.3.3 x64



1446 G. Huo, Y.-R. Wang, Y.-C. Liu and R.-Y. Li

3.3. Result analysis.

3.3.1. Evaluation indicators. For evaluation, we uses Mean Intersection Over Union (MIOU),
Time, pixel accuracy (PA) and model size as evaluation metrics to evaluate model per-
formance. MIOU refers to the degree of coincidence between the segmentation result and
its true value. It is currently the most commonly used in the field of image semantic seg-
mentation, and is also the main evaluation metric used in this experiment. The equation
is as follows:

MIOU =

∑
i nii

n[ti +
∑

j(nji − nii)]
(5)

Among them, n is the number of categories, nij is the number of pixels of the ith
category that are predicted to be the jth category, ti is the number of all the ith category
pixels, ti =

∑
j nij.

3.3.2. Ablation experiment. In this subsection, four different ablation experiments are
designed to verify the effectiveness of each module. The performance of the proposed
model is compared with that of the DeepLabv3+ benchmark model using MobileNetv2
as the feature extraction network. Table 3 shows the results of whether the module is
effective.

Compared with the DeepLabv3+benchmark model with MobileNetv2 as the feature
extraction network, the performance effect of the model proposed in this study is shown
in Table 3. The second line of Table 3 shows the segmentation effect of combining CELoss
and DiceLoss loss functions. Combining the two loss functions can effectively solve the
problem of sample imbalance, enhance the robustness of the model, and increase the
MIOU by 0.8%. It can be seen from the third line that the MIOU of the improved
model is 0.84% higher than that of the benchmark model after using the FE module and
multi-level features proposed in this study in parallel. From the fourth line, it can be
seen that the MIOU of the PASCAL VOC 2012 test set can be increased from 71.66%
to 72.61% by using the feature enhancement fusion structure and combining the loss
function. The experimental results show that the proposed module can effectively improve
the recognition accuracy of the network.

Table 3. Evaluating the effectiveness of each module

CELoss DiceLoss FE module PA% MIOU%

✓ 81.43 71.66
✓ ✓ 81.3 72.46
✓ ✓ 81.41 72.5
✓ ✓ ✓ 81.89 72.61

3.3.3. Comparative Experiment. In order to verify the effectiveness of the algorithm, the
experiment compares the segmentation accuracy and speed of this algorithm with several
mainstream methods in the field of semantic segmentation on Pascal VOC 2012 dataset.
During the test, the experimental hardware environment is the same. MIOU is adopted
as the main measurement standard.

Comparing the algorithm in this study with the current mainstream high-precision se-
mantic segmentation algorithm, it can be seen from Table 5 that the network proposed
in this study achieves 72.61% of MIOU on PASCAL VOC 2012 dataset. In terms of
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segmentation accuracy, compared with the classical segmentation network FCN-8s and
UNet, the algorithm in this study improves the MIOU on the dataset by 13.02% and
17.61% respectively under the condition of lighter weight and higher efficiency. Com-
pared with the current representative high-performance network PSPNet, the precision
has decreased by 0.63%, but the reasoning speed has been greatly shortened by 75 ms.
The experimental results show that the network proposed in this study can maintain a
high segmentation accuracy under the premise of less parameters, less memory occupation
and faster operation speed.

Table 4. Performance comparison of different algorithms

Model MIOU(%) Time(ms) weights

FCN-8s 59.59 160 91.3MB
UNet [18] 55 146 94.9MB
PSPNet 73.24 120 178MB

Ours 72.61 45 23.2MB

Compare this research algorithm with the current mainstream lightweight semantic
segmentation algorithm, as shown in Table 6. It can be seen that ESPNetv2 is one of
the fastest real-time networks. It processes a single image faster than the network in this
study, but it only achieves 68.0% MIOU on the PASCAL VOC 2012 dataset, which is
nearly 5 percentage points less than the network in this study. Compared with other
lightweight segmentation networks, the network in this paper not only processes a single
image faster, but also has higher segmentation accuracy. The above experimental results
show that the network in this study achieves the best balance between accuracy and
efficiency, and is superior to the current lightweight network structures.

Table 5. Comparison between the model in this article and the lightweight model

Model MIOU (%) Time(ms)

DeepSN [19] 64.94 54.6
ESPNetv2 68.0 16.2

CRF-RNN [20] 72.0 56
Ours 72.61 45

We illustrate visual results of our approach in Figure 4. From the figure, we can see
that for the bus, plane, bird and cow targets in the first 4 rows, the segmentation results
of this method have smoother edges and clearer outlines of details. The experiments
demonstrate that the FE module and the multi-level feature fusion designed in this paper
have indeed improved the segmentation capability of the model. Simultaneously, the
last line of Figure 4 is shown, the size of the aircraft and the background is seriously
unbalanced. The baseline model is unable to identify the aircraft target. Our proposed
model can correctly classify this image. This example shows that the combined loss
function can deal with samples with unbalanced data.

4. Conclusion. We have proposed a new lightweight network architecture. The network
reduces the amount of parameters and computation by introducing MobileNetv2 as the
feature extraction network. The feature enhancement module is designed to enhance the
detailed information in the low-level features of multiple stages, making the target edge
segmentation clearer. The combination of CEloss and Diceloss function improves the
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(a) Original image (b) Groud Truth (c) ours (d) mobilenetv2 deeplabv3+

Figure 4. Visualize the results

segmentation ability of the network to unbalanced samples. Our work has been verified
and compared on Pascal VOC 2012 dataset, and the results show that our network can
obtain relatively good segmentation results with less computational cost. In addition, the
algorithm we proposed still has some limitations. The structure of this paper is light-
weight structure, which lacks the overall segmentation accuracy and is lower than the
current best segmentation model. Therefore, in the next research work, how to improve
the accuracy of lightweight networks will become our focus.
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