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ABSTRACT. The existing intelligent learning system not only provides personalized ser-
vice, but also begins to pay attention to the personalized analysis of learners’ emotional
level. Therefore, intelligent learning system needs to make adaptive adjustment according
to learners’ emotional state. Therefore, it is of great practical significance to realize the
emotion recognition ability of intelligent learning system. In order to solve the above
problems, this work introduces generalized regression neural network in the field of deep
learning to analyze the emotional characteristics of multimedia resources in intelligent
learning system and its interaction with learners’ emotions. Firstly, the emotional classi-
fication coding system and coding strategy of multimedia resources are designed according
to certain purposes and principles. Secondly, in order to better remove noise and im-
prove the accuracy of emotion recognition, the only adjustable parameter (smoothing fac-
tor) in generalized regression neural network is optimized by using fruit fly optimization
method. Finally, the optimized generalized regression meural network is used to identify
the emotion of multimedia resources and learners’ facial emotion synchronously, and the
influence degree of emotion on learners’ emotion is obtained by calculating the corre-
lation coefficient. The experimental results show that the proposed method can quickly
and accurately judge the emotional types of multimedia resources and learners, and the
emotional types of multimedia resources have a great influence on learners’ emotions
(positive /negative).

Keywords: Emotional recognition; Deep learning; Generalized regression neural net-
work; Fruit fly optimization

1. Introduction. Cloud computing, internet plus, artificial intelligence, big data and
other emerging industries are increasingly applied in the field of education [1-4]. The
learning system based on artificial intelligence needs to perceive the emotional state of
learners and make adaptive knowledge content push. In the intelligent learning system,
it is necessary to stimulate the emotional state of learners reasonably to ensure that
the learning efficiency is maintained at a high level [5, 6]. Various forms of electronic
screens in intelligent learning environment have affected emotional communication [7-10].
In addition to providing personalized learning resources for learners, intelligent learning
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system should also make adaptive adjustments according to the emotional state to ensure
that learners maintain a relatively positive emotional state [11-14]. Therefore, it is of
great practical significance to realize emotion recognition in intelligent learning system,
and it has become an important topic to be solved urgently in intelligent learning system.

In an ideal intelligent learning system, each learner learns by holding a smart device with
a screen size similar to that of a paper textbook, or by relying on other forms of electronic
screens to access knowledge content [15]. In this condition, learners acquire knowledge
primarily by viewing various multimedia resources displayed by the smart device, and
undergo cognitive and emotional changes in the process of viewing [16, 17]. Research has
shown that human senses in the proportion of access to knowledge information, vision
accounted for 83%, hearing accounted for 11%. Therefore, multimedia resources are
effective in eliciting learners’ visual perception and helping learners to actively participate
in classroom activities in an intelligent learning system. In addition, multimedia resources
have a subtle influence on learners’ emotions through their vivid images, clear presentation
and colourful layouts, while conveying knowledge. For example, multimedia resources
can create a psychological feeling of excitement and pleasure for learners, thus effectively
stimulating their interest and enthusiasm for learning. In the smart classroom, various
electronic screens of different sizes and forms will become the main tool for learners to
interact with smart devices [18, 19]. The multimedia resources presented on the screen
are an important channel for transmitting teaching information and influencing emotional
attitudes.

However, most of the existing research on image emotional features has focused on nat-
ural images, and less on computer-generated images such as multimedia graphic images.
Furthermore, validating the emotional validity of multimedia resources based on learners’
emotional feedback (learners’ facial expressions) remains the main issue to be addressed in
emotional interaction techniques for intelligent learning systems. Therefore, the purpose
of this study is to analyze the emotional characteristics of multimedia resources and their
effects on learners at the emotional and cognitive levels, so as to provide theoretical and
technical support for improving the issue of emotional interaction in intelligent learning
systems.

1.1. Related Work. At present, with the rapid development of technologies such as In-
ternet+, cloud computing, Internet of Things, artificial intelligence and mobile Internet,
intelligent learning systems are also beginning to be widely used. For example, Zhao
[20] suggest that smart classrooms with smartphones and tablets can meet the individual
needs of different learners. Learners can access task requirements and course materials
anytime and anywhere. Teachers can assess learning outcomes and monitor the learn-
ing process anytime and anywhere, thus effectively facilitating effective teacher-student
communication.

Multimedia resources are an important interface and medium for learners to receive
knowledge and information. Learners can complete their knowledge understanding and
emotional construction in the process of viewing multimedia resources. It is of great
value to investigate the influence of emotional factors of multimedia resources on learn-
ers’ emotions. For this reason, many experts and scholars have conducted research on the
emotional design and application of multimedia resources from different aspects. Weng et
al. [21] investigated whether multimedia resources based on emotional design could im-
prove students’ learning outcomes. The emotional design of multimedia resources refers
to the anthropomorphic treatment of graphic elements, aiming to increase the visual
impact and attractiveness, so that multimedia resources have certain emotional charac-
teristics. Wright and Richards [22] demonstrated that emotionally charged images or
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videos had a positive effect on learners’” memory, learning and knowledge transfer. This
shows that emotionally designed multimedia resources can effectively stimulate learners’
positive emotions, so that learners can quickly enter the learning state.

In order to improve the emotional interaction technology in intelligent learning systems,
this paper analyses the emotional characteristics of multimedia resources and designs an
emotional classification coding system and coding strategies for multimedia resources
according to certain purposes and principles. In addition, the interaction between the
emotions of multimedia resources and learners’ emotions is also investigated. The emotion
recognition of multimedia resources and the facial emotion recognition of learners are the
prerequisites for realising emotional interaction in a smart learning environment.

For emotion recognition in multimedia resources and facial emotion recognition for
learners, the data source is digital images. Recently, several researchers have proposed
the use of radial basis function neural networks in the field of image recognition. A radial
basis function neural network is a forward neural network with a three-layer structure.
Alam et al. [23] used a fuzzy radial basis function neural network to achieve segmentation
of ultrasound images and improve the recognition accuracy. Luo et al. [24] proposed a
remote sensing image classification method based on an improved radial basis function
neural network. Compared with radial basis function neural networks, generalized re-
gression neural networks require fewer parameters to be adjusted and converge faster.
Therefore, this paper uses generalized regression neural networks in the field of deep
learning to identify the emotions of multimedia resources and learners’ facial emotions
simultaneously, and calculates the degree of influence of picture emotions on learners’
emotions by correlation coefficients.

1.2. Motivation and contribution. (1) The emotion classification coding system and
coding strategy of multimedia resources were designed according to certain purposes and
principles, in order to subsequently adopt generalized neural network for emotion recogni-
tion of multimedia resources. At the same time, the generalized regression neural network
is used to identify the emotions of multimedia resources and learners’ facial emotions si-
multaneously, and the degree of influence of picture emotions on learners’ emotions is
calculated by correlation coefficients.

(2) In order to better remove the noise and thus improve the accuracy of emotion recog-
nition, the unique adjustable parameter (smoothing factor) in the generalized regression
neural network is optimized by using the fruit fly optimization method. The experimental
results show that the proposed algorithm has higher peak signal-to-noise ratio and lower
normalized mean square error than radial basis neural network and traditional generalized
regression neural network, which verifies its effectiveness and advancement.

2. Emotional classification of multimedia resources.

2.1. A model for describing the emotions of multimedia resources. By establish-
ing a model for describing the emotion of multimedia resources, the emotion characteristics
and intensity values of any digital image can be described, thus effectively helping us to
classify multimedia resources at the emotion level.

To study the emotion of multimedia resources, it is necessary to set up a suitable
feature vocabulary to describe the emotion of the image. There is no uniformity in
the description of image emotion, and researchers have mostly defined emotion models
according to different domains. In addition, existing research on image emotion has
been mixed, including both natural images acquired using digital cameras and computer-
generated images.
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In this paper, based on Ekman’s emotion classification theory [25], 12 separate terms of
cheerful, lively, funny, exaggerated, humorous, interesting, boring, dull, tedious, unreal,
surprised and fearful are used to describe the emotional characteristics of multimedia
resources. In addition, each emotional characteristic is classified into 6 levels of inten-
sity, where 0 represents the lowest intensity and 5 represents the highest intensity. The
constructed emotion description model is shown in Figure 1.
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Figure 1. Emotional description model of multimedia resources

2.2. Classification and coding of multimedia resources. The current classification
of digital learning resources is mostly based on the attributes and characteristics of the
resources, and on this basis other classification features are added in conjunction with the
research direction. The classification of multimedia resources requires precise positioning
in order to meet the classification habits of resource users.

At the same time, the classification of multimedia resources should also have a certain
degree of extensibility and universality [26, 27]. On this basis, combined with the existing
classification standards and principles, this study believes that the classification of multi-
media resources must contain four dimensions: applicable objects, subject classifications,
teaching methods and emotional types.

This study divided the levels of the applicable target population. The finalized appli-
cable targets include five levels of early childhood, primary, secondary, university, and
social education. The subject classifications were identified as humanities, engineering,
arts, skills and accomplishment. Accomplishment includes character education, social ed-
ucation and integrated practice. Combining the classification of existing resource forms,
this study classifies the teaching methods of multimedia resources into 10 types of PPT,
text, image, video, animation, webpage, online examination, APP software, practical
training and extracurricular activities. As shown above, this study classifies the emotions
of multimedia resources into 12 types: cheerful, lively, funny, exaggerated, humorous,
interesting, boring, dull, tedious, unreal, surprising and fearful.
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With the rapid development of the Internet, the total amount of multimedia resources
has also shown an exponential growth trend. In the research process, it is difficult to
manage such a large number of multimedia resources efficiently without a reasonable
coding method. After the coding of multimedia resources, regular expressions can be used
to quickly retrieve and classify multimedia resources with the same attributes. In addition,
when using deep learning techniques for classification training of sentiment features, the
input data can be automatically labelled in the data pre-processing stage to improve
training efficiency. Guided by the principles of uniqueness, rationality and expandability,
the coding structure of multimedia resources is shown in Figure 2.
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Figure 2. Coding structure of multimedia resources

The coding structure is clear and easy to understand, which will help the efficiency of
managing multimedia resources and support the next step of emotion recognition research.
In the coding structure designed in this paper, the first level represents the applicable
object, the second level represents the subject classifications, the third level represents
the teaching method, the fourth level represents the type of emotion and the fifth level is
the sequential incremental code. The sequential incremental codes ensure the uniqueness
of the coded object in the classification system. The coding principles for multimedia
resources are shown in Table 1. For example, if the object of a multimedia resource is
a university, the subject is humanities, the teaching method is PPT, the emotion type
is funny and the type screen is not numbered, the code of the multimedia resource is
expressed as 401010300001.

Table 1. Coding principles for multimedia resources

Level Projects Coding Placeholder
Applicable 1- Early childhood; 2- Primary; 3- Secondary; 4-
1 . R 1 . ’ 1
objects University; 5- Social education
9 Subject 01-Humanities, 02-Engineering, 03-Arts, 9
classifications 04-Skills ; 05-Accomplishment
Teachin 01-PPT; 02-Text; 03-Images; 04-Videos; 05-Animations;
3 & 06-Webpages; 07-Online exams; 2

style 08-APP software; 09-Practical training ; 10-Extracurricular activities

01 -Cheerful; 02 - Lively; 03 - Funny; 04 - Exaggerated; 05 - Humorous;

4 ;ﬁ;g&;ﬁ 06 - Interesting; 07 - Boring; 08 - Dull; 2
’ 09 - Tedious; 10 - Unreal; 11 -Surprised; 12 -Fearful
5 No. 00001-99999 5

3. Emotion recognition based on optimised generalised regression neural net-
works.
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3.1. Generalized regression neural network model. For both emotion recognition
of multimedia resources and facial emotion recognition of learners, the data sources are
digital images. As there is only one adjustable parameter (smoothing factor) in the
generalised regression neural network, there are very few parameters to adjust.

In addition, generalised regression neural networks can largely reduce the influence of
subjective factors, which helps to improve the accuracy of emotion recognition [28, 29].
Therefore, this paper uses generalised regression neural networks in the field of deep learn-
ing to simultaneously recognise the emotions of multimedia resources and learners’ facial
emotions. The emotion recognition and interaction in the intelligent learning environment
is shown in Figure 3.
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Figure 3. Emotion recognition and interaction in an intelligent learning envi-
ronment

The structure of a generalised regression neural network is similar to that of a radial
basis neural network, but consists of four layers: an input layer, a pattern layer, a sum-
mation layer and an output layer. A generalised regression neural network is essentially a
non-linear regression radial basis neural network. When the number of training samples is
small, the generalised regression neural network still has good local non-linear approxima-
tion ability and is fast to train. Figure 4 shows the structure of the generalized regression
neural network network used in this paper. Where the vector X = [z, 2o, ..., z,,|T denotes
the input to the network and the vector Y = [y1,¥s, ..., .7 denotes the output of the
network. The number of neurons in the input layer is the same as the dimensionality of
the input vector (training sample), and the neurons in the input layer are fully connected
to the neurons in the pattern layer. The number of neurons in the mode layer is kept the
same as the number of neurons in the input layer. In addition, each neuron of the gen-
eralized regression neural network is represented as a radial basis function. The transfer
function in the radial basis function is p; .

[i = ]; U}ji.ﬁlfj — (91 (1>
yi = f (L)
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Pl SD

Figure 4. Structure of the generalized regression neural network

where X is the system input variable, X; is the training sample used by neuron i, and is
the diffusion parameter (smoothing factor). The output of neuron 7 in the pattern layer
is a value expressed as an exponential square.

The activation function of the neural network is as follow:

6(z, — ) = exp (—%) 3

where ||-|| is the Euclidean norm and o is the variance of Gaussian function.
1 :
o=-> ld -yl (4)
P =
j
oy = S 19 p (5)

V2h

where ¢4, 15 the maximum distance from the selected center and A is the number of
initial training data.

Assuming that the values of the weight parameters are all 1, the expression of the
transfer function in the summation layer is shown as follow.

%:iﬂ (©)

where P; denotes the transter function of neuron . In the output layer, the output value
of the generalized regression neural network Y (z) is calculated as shown as follow:

h
1 .
yj =Y wijexp (—@H% - CiH2) 1<j<m (7)
=1

Jooo v (X, y)dy ®
S F(X y)dy
where {z;,y;}, denotes the training sample data, n denotes the number of training

samples, Y (x) denotes the predicted output value and the function f(X,y) is the joint
density function.

Y = E(y/X) =
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Since ffooo zePdz =0 , the output of the generalized regression neural network after

~

integration calculation can be expressed as Y (x) .

i Y, - exp [(Xi_Xi)T(Xi_Xi)]

R . — 202
V= flo) = = —— (9)
;exp[( S.OULE 1)}

The larger the value of the smoothing factor o, the smoother the resulting function ap-
proximation. Depending on the practical application area, several trials can be used to
find the optimum value of o.

We can represent the digital image to be recognised as a collection of light pulses
(related to the information of the pixel points in the image). Thus, a mathematical
function F(z,y) can be used to represent a digital image. In a two-dimensional coordinate
system, each pixel point has a defined range of colour space values. That is, the image
can be understood as a mapping f:U—C. where U is a subset of the plane and C' is a
vector. To simplify the analysis, assuming that C' is a one-dimensional vector, the image
function can be expressed as z.

z:f(x,y) (10)

where z denotes the intensity of each pixel point. Since there is only one adjustable
parameter (smoothing factor) in the generalised regression neural network. Therefore,
the number of parameters to be adjusted is very small. Generalised regression neural
networks are able to reduce the influence of subjective factors to a large extent and thus
improve the accuracy of image emotion recognition. In the toolbox provided by MATLAB,
the corresponding function for a generalised regression neural network is newgrnn().

[net, tr] = newgrnn(P, T, Spread) (11)

where T denotes the output vector, P denotes the input vector, Spread denotes the
smoothing factor, net denotes the corresponding network and tr denotes the final return.
The size of the training sample image is 256 x 256, so the input vector P is set to a 256
x 256 matrix. The output vector T is a 1 x 256 matrix.

Often, the digital images that people see are images that have been contaminated
with noise. Noise contamination of digital images usually occurs during the generation
and transmission of the image. In general, noise directly affects the interpretation and
representation of information in the original image to some extent. The adverse effects of
noise on the original image are divided into two main areas: (1) interference with people’s
subjective visual effects. The subjective visual effect of an original image contaminated
by noise is often much reduced. If the noise affects the image to a high degree, then
local detailed information in the image will be lost to some extent. (2) Noise can lead
to misrepresentation of an image, which in turn reduces the accuracy of various image
processing applications, such as image recognition.

It should be noted that the choice of the Spread value affects the curve results of the
radial basis function, which directly determines the noise immunity of the generalised
regression neural network. In order to reduce the influence of noise and thus improve the
accuracy of image emotion recognition, this paper uses the fruit fly optimization method
to optimize the smoothing factor Spread.

3.2. Parameter optimisation methods. The fruit fly optimization algorithm is a new
approach to global optimization [30] that has been widely used in science and engineering.
Nowadays, the fruit fly optimisation algorithm has been successfully applied to solving
extreme values of mathematical functions, support vector machine parameter optimisation
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and generalised regression parameter optimisation. The principle of fruit fly population
searching for food is shown in Figure 5. In order to reduce the influence of noise and
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Figure 5. Principles of food search in fruit fly colonie

thus improve the accuracy of image emotion recognition, this paper uses the fruit fly
optimization method to optimize the smoothing factor Spread, as follows.

Step 1: Set the number of fruit fly populations and the number of iterations to 100.
The initialized positions of the fruit fly population are randomly distributed in the range
[0,2] and the flight range is [-10,10].

Step 2: Initialize the smoothing factor Spread, the optimal position (Xpset, Yoser) and
the individual flight range of the fruit fly.

Step 3: Calculate the flavour concentration value S.

1
&_mm
where Dist; represents the distance from the coordinate point of the individual to the
origin of the coordinate system, i.e. Dist; = /x? + 2.

Step 4: Construct an adaptive degree function D; using root mean square error in order
to determine the flavour concentration value S, i.e. D; = F(S;).

Step 5: Seek the initial extreme value based on the adaptive degree function, i.e. find
the location of the individual fruit fly with the highest flavour concentration.

Step 6: Compare the current best flavour concentration with the best flavour concen-
tration of the previous generation. If the former is greater than the latter, go to Step 7,
otherwise go to Step 3. Save the best flavour concentration value and the corresponding
coordinates.

(12)

Smellbest = bestSmell
X _azis = X (bestindex) (13)
Y axis =Y (bestindex)

where Smellbest is the concentration value of the best taste, [bestSmell, bestIndex]=max(Smell).
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Step 7: Determine if the maximum number of iterations has been reached. If yes, then
the current optimal flavour concentration value is the optimal Spread parameter.

Step 8: The optimal Spread parameters are brought into the designed generalized
regression neural network model to obtain an optimized generalized regression neural
network in order to improve the accuracy of image emotion recognition.

3.3. Emotion recognition in multimedia resources. In this study, annotators were
recruited for a fee to annotate a sample of media teaching resources. Necessary training
was given to the annotators before the annotation process began in order to minimise the
influence of subjectivity. Mean absolute error (MAE) was used in this study to effectively
monitor the degree of difference between the predicted and observed values.

1 m
MAE = — z; — m(x 14
o 2l ) (14
Where MAE denotes the mean absolute error value derived from the final calculation, m
denotes the number of samples involved in the calculation, z denotes the predicted value
of the i-th multimedia resource sentiment, and m(x) denotes the corresponding actual
observed value.

A Fruit fly-optimised generalised regression neural network was used to train and test
the multimedia resources dataset. All samples in the multimedia resources dataset were
standardised in terms of image size and image type in order to facilitate the inputting
and training of the generalised regression neural network. The number of samples of each
type was 1000, making a total of 12,000. From these 12,000 samples, 80% were randomly
selected as training samples and the rest as test samples. The sentiment recognition
results of the multimedia resources are shown in Figure 6. It can be seen that the error

MAE

0.00

I 1 i 1 i L I 1 l 1 -I
0 2000 4000 6000 8000 10000

Tterations
—m— MAE-train —@— MAE-valid

Figure 6. Emotion recognition results of multimedia resources
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value of the training set gradually decreases with the increase of the number of iterations,
and the error drops to the lowest and stabilizes at 2000-2500 iterations. The error of the
test set at 2000 iterations was 0.20960, indicating that the Fruit fly-optimised generalised
regression neural network can effectively identify the emotions of multimedia resources
and can provide technical support for subsequent research.

3.4. Learners’ facial emotions. Facial expressions are the main channel through which
learners express their emotions and are currently one of the most important ways to
determine learned emotions.

To enable fast face detection, this paper uses OpenCV to implement the AdaBoost
algorithm. After the face image is detected by the AdaBoost algorithm, an optimised
generalised regression neural network is used to perform expression recognition on the
face image. The face expression recognition dataset was obtained from an autonomously
constructed learner face expression database containing six basic expressions of anger,
disgust, fear, happiness, sadness, surprise and neutral expressions. The subjects were
all aged between 20-29 years old, with a male to female ratio of 1:3, and all subjects
were university and postgraduate students. The learners’ facial emotions were divided
into seven types for the training and test sets, with the training set accounting for 80%
of the total number of images and the test set accounting for 20% of the total number
of images. The training dataset contains 40398 images, while the test images contain
10113 images. The image size is all set to 180%180, which can speed up the training while
ensuring clarity. The face recognition accuracy is shown in Figure 7. As the number of

1.0

0.8

0.2

oob—t v
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Iterations
——— Testset --- Traming set

Figure 7. Face recognition accuracy rate

training sessions increases, the training accuracy of the neural network model increases
gradually on both the training and test sets. Accuracy increases faster in the early stages
and decreases in the later stages. After 5000 iterations of training, the test set accuracy



Emotion Recognition Generalized Regression Neural Network 1491

reached 97.78%, while the training set accuracy reached 98.88%. This indicates that the
Fruit fly-optimised generalised regression neural network achieves good accuracy on this
dataset.

4. Experimental results and analysis.

4.1. Experimental design. The subjects selected for this study were 41 university stu-
dents with an average age of 20 years. 41 students were divided into 2 classes, Class A
with 23 students and Class B with 18 students. The experiment was conducted for a total
of 18 weeks from 25 February 2021 to 25 June 2021. Teachers will complete their normal
teaching duties during the experiment.

The computer used was equipped with a digital camera as it was necessary to capture
images of the subjects’ facial expressions during the experiment. The camera resolution
was 640*480 and supported manual adjustment from left to right and up and down to
ensure that a complete image of the face could be acquired. The computer used in this
study was a Window 7 64-bit operating system with 24G of RAM and an Intel Core i7-
6700 CPU (up to 3.4G HZ). The deep learning environment was set up using TensorFlow.

In this study, a large amount of data was collected during the experiment, including
images of multimedia resources and images of learners’ expressions, as shown in Table 2.

Table 2. Statistical results of multimedia resources and learner expression images

Number of

. . Number of Number of Number of Detection
Courses multimedia . .
. face images faces detected experiments rate
images
Class A 99309 99325 27059 23 27.24%
Class B 110265 110234 41046 18 37.24%
Total. 209574 209559 68105 41

4.2. Performance validation of optimized generalized regression neural net-
works. In order to quantitatively evaluate the performance of the optimised generalised
regression neural network, normalised mean square error (NMSE) and peak signal to noise
ratio (PSNR) were used.

% 3 2552
PSNR = 10logyp [ ———— dB (15)
;1 ;1 [A (27]) - B(Zaj)]Q
5 SSIA(G, ) — Bl )
NMSE(A4, B) = = (16)

where A is the original input image, B is the filtered image, (i, j) represents the coordinates
of the pixels in the image, and M and N represent the length and width of the image,
respectively. Larger values of PSNR are preferred, while smaller values of NMSE are
preferred.

The experimental results show that the optimised generalised regression neural network
shows the best performance in terms of both NMSE and PSNR. Figure 8 shows a com-
parison of the PSNR results of different models processing the same image when the noise
density is increasing. It can be seen that the PSNR values of radial basis neural network,
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PSNR(dB)
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Figure 8. Comparison of PSNR results for different models

conventional generalized regression neural network and optimized generalized regression
neural network all decrease with the increase of noise level. For the same noise condition,
the optimized generalized regression neural network has the highest PSNR values com-
pared to the other models. A comparison of the NMSE results for the different models is
shown in Figure 9, where the larger the PSNR value, the better the NMSE value. It can
be seen that the optimised generalised regression neural network has the smallest NMSE
values compared to the other models under the same noise conditions. The main steps
for optimising a generalised regression neural network are: (1) Optimising the parameter
Spread, which needs O(S + C); (2) Running the generalised regression neural network,
which needs O(A-N-C). As both N and C are smaller than S, the complexity of opti-
mising the generalised regression neural network is approximately S+ A — N — C', which
shows no significant increase in complexity.

4.3. The impact of emotional interactions. Analysis. Firstly, the trained optimized
generalized regression neural network model is used to identify multimedia resources and
learners’ expressions synchronously.
Then, the correlation coefficient 7 (x;,y;) between the two emotion values was calcu-
lated. .
5 (X - X)) (V- 1)

t=

T(xiayj) - (17)

1
B " R >\ 2
\/Z (X — X3) \/Z (Y - Y))

t=1 t=1
where n is the total number of images, X; is the emotional mean of the multimedia
resources, and is the emotional mean of the learners’ expressions.
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Figure 9. Comparison of NMSE results for different models

The magnitude of the absolute value of the correlation coefficient can, to a certain
extent, indicate the previous correlation between the two. In this study, the correlation
coefficients were used to explore the relationship between the emotions of 12 multimedia
resources and learners’ emotions, as shown in Table 3. In general, absolute values of
correlation coefficients of 0-0.09 indicate no correlation, 0.1-0.3 weak correlation, 0.3-0.5
moderate correlation, and 0.5 and above strong correlation. The correlation coefficients

Table 3. Correlation coefficient levels

Relevance Unrelated Weakly Moderately Strongly
correlated relevant related
Numerical range 0.0 < |r| < 0.09 0.0 <|r] <0.3 03<r]<0.5 0.5 <r| < 1.0

derived from this experiment by pairwise calculations are shown in Table 4. The correla-
tion coefficients are all mean values. The learners’ facial emotions were divided into seven
types and the emotions of the multimedia resources were divided into 12 types. It can be
seen that there is a strong correlation between the emotions of some multimedia resources
and learners’ emotions. Analyzing from the perspective of learning emotions, it can be
found that six emotions of multimedia resources: cheerful, lively, funny, humorous, inter-
esting and unreal present a strong correlation with happiness in learning emotions. The
six emotions of boring, dull, surprise, fear and thrill show strong correlation with disgust
in learning emotion. Dull, depressing, chaotic showed a weak correlation with happiness
in the learning emotion. Brighter, more lively and brighter colors are more likely to cause
positive emotions in learners. Multimedia resources with more vivid image elements are
more likely to elicit positive emotions from learners. Multimedia resources with darker
tones and lower color saturation tend to arouse learners’ negative emotions.

In most cases, teachers tend to focus on the selection of knowledge content when de-
signing multimedia resources, while neglecting the important role of visual features of the
images in regulating learners’ emotions. By exploring the impact of multimedia resources
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Table 4. Correlation coefficients between emotions of multimedia resources and
learners’ facial emotions

Anger Disgust Fear Happiness Sadness Surprise Neutral \
cheerful -0.062 -0.022 -0.070 0.530 -0.184 -0.391 -0.037
Lively -0.014 -0.051 -0.057 0.440 -0.168 -0.351 -0.095
Funny -0.019 -0.037 -0.016 0.438 -0.024 -0.277 -0.091
exaggerated -0.026 -0.064 -0.078 0.507 -0.035 -0.228 -0.051
Humour -0.041 -0.060 -0.063 0.469 -0.057 -0.094 -0.116
Interesting -0.028 -0.086 -0.079 0.546 -0.028 -0.184 -0.029
Dull 0.141 0.514 0.293 -0.020 0.214 0.121 -0.183
Depressing 0.397 0.470 0.397 -0.046 0.384 0.149 0.096
chaotic 0.362 0.551 0.204 -0.015 0.125 0.513 0.105
Unreal -0.065 -0.057 -0.046 0.373 -0.184 -0.492 0.154
Surprise 0.140 0.410 0.400 -0.015 0.157 0.447 0.063
Fear 0.279 0.432 0.325 -0.027 0.202 0.517 -0.106
Thrill 0.164 0.424 0.284 -0.014 0.501 0.418 -0.105

on learners’ emotions, it was found that learners have different emotional cognitive expe-
riences when viewing multimedia resources with different emotions. Therefore, teachers
should choose multimedia resources with brighter, more lively and vibrant colours when
designing their teaching, which will help stimulate learners’ interest and motivation, and
promote significant improvement in learners’ academic performance.

5. Conclusion. This paper explores the emotional characteristics of multimedia resources
and their impact on learners’ emotions, so as to effectively improve the emotional inter-
action problem in existing intelligent learning systems. The paper designs an emotion
classification coding system and coding strategy for the subsequent emotion recognition of
multimedia resources using generalised neural networks. In order to improve the accuracy
of emotion recognition by removing noise, the smoothing factor in the generalised regres-
sion neural network is optimised using a fruit fly optimisation method. The optimised
generalised regression neural network is used to identify the emotion of the multimedia
resources and the learner’s facial emotion simultaneously, and the correlation coefficient
is used to calculate the degree of influence of the emotion on the learner’s emotion. The
experimental results show that the optimised generalised regression neural network can
accurately identify the emotions of the multimedia resources and the learners’ facial emo-
tions. The multimedia resources with cheerful, lively, funny, humorous, interesting and
unreal emotion types can evoke positive emotion in learners to a certain extent. Multime-
dia resources with boring, dull and confusing emotions can elicit negative emotions from
learners.
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