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Abstract. With the advent of the fourth industrial revolution, data ushered in explosive
growth. Federated learning can protect users’ privacy and raw data from being known
by third parties. Its client data is only trained locally and will not be uploaded to the
server. However, the need to continuously transmit between the server and the client in
federated learning increases communication overhead and communication delay, and the
consumption of resources is very large. In order to improve the communication efficiency
of the federation, we proposed an FedQT federated learning model compression algorithm
based on pruning and quantization. Firstly, the fast sorting is used to preprocess the
trained parameters. Secondly, the middle part of the processed parameters is averaged
to obtain the pruning threshold avg(ω). Then, according to the obtained new threshold
standard, the model performs Top Avg pruning based on median comparison. Finally,
the k −means algorithm is used to cluster the parameters for further compression. In
the simulation experiment, FedQT is compared with uncompressed and other compression
algorithms, and the time complexity is analyzed. It is proved that FedQT can compress
the trained model parameters to improve its communication efficiency while reducing the
time overhead. The model can be compressed by more than one thousand times, and
the model accuracy can be maintained above 97%, which is enough to prove that FedQT
algorithm has good performance in the compression framework of federated learning.
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1. Introduction. In the era of big data, more and more mobile devices into our lives,
whether it is conventional mobile phones, computers or for disease detection and early
warning of health wearable devices are infiltrated into all aspects of people’s lives [1].
From mobile phone browsing records to health detection information in wearable devices
to application usage records in computers. All aspects of human life can be recorded
by electronic data, but the privacy protection problem is becoming more and more seri-
ous [2]. For example, in different medical institutions, for different diseases have their own
patients and cases, if you want to study the disease by accessing the disease information
of such patients, it will inevitably lead to privacy leakage of user data [3]; what’s more,
an attacker can withdraw all the privacy information of a patient through the only partial
data feature. In the case of more and more IoT devices, how to achieve secure transmis-
sion between devices is a major problem. Some scholars use identity authentication and
other protocols [4, 5] to achieve, but how to set a reasonable protocol is difficult, and
there are still some security risks.

Federated learning [6] was first proposed by Google in 2016. The original purpose was
to solve the problem of data islands. After verifying its good performance on privacy
protection, it was widely used in many large amounts of data and privacy protection in
complex client scenarios. It can also be combined with identity authentication technology
to achieve better protection [7]. Federated learning has stricter supervision on privacy.
Different from the traditional way that the server needs to collect all client data when
training the model, federated learning framework only needs to transmit locally trained
model parameters between the client and the server to reduce the amount of transmission
and avoid the transmission of all local data, thereby reducing the risk of data privacy leak-
age during transmission [8, 9, 10]. However, frequent iterative training makes federated
learning very dependent on the transmission between server and client. Especially for the
local clients with limited computing power and transmission bandwidth, the huge resource
consumption caused by the transmission process has become a major factor hindering its
development.

In order to solve such problems, this paper mainly makes the following contributions in
pruning, and uses quantization to further compress the volume of the model after pruning:

1. We propose an algorithm based on QSTop Avg, the main content of which is to sort
the parameters by quick sorting, and take the value of the middle part after sorting
to obtain a more scientific pruning threshold;

2. On the basis of quick sorting, a pruning standard of avg(ω) is proposed, and the
average value of the middle part after sorting is calculated to obtain a fairer pruning
threshold. The pruning method of median value comparison is used to further reduce
the energy consumption in the pruning process and improve the training efficiency
of the model.

2. Related Works. Model compression in federated learning has incomparable advan-
tages as a better optimization method, and this section will introduce the research status
of domestic and foreign scholars and related reserve knowledge.

2.1. Research status. The model parameters of client transmission in federated learning
are very large and complex. If this is not improved, it will have a great impact on
the efficiency of federated learning. With the deepening of research, the drawbacks of
federated learning requiring a lot of resource consumption have also emerged. How to
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effectively improve the efficiency of federated learning without reducing the performance
of the model has become a hot research topic in current federated learning [11, 12, 13].

Sattle et al. [14] proposed an efficient federated distillation method which can reduce
the amount of communication necessary to achieve fixed performance targets by more
than two orders of magnitude when compared to FD, and by more than four orders
of magnitude when compared to parameter averaging based techniques like federated
averaging. Liu et al. [15] proposed an adaptive pruning and analyzed the convergence
rate and learning delay of FL system mathematically. Then, by jointly optimizing the
pruning ratio and spectrum allocation, the optimization problem is formulated, and the
algorithm has a good performance in the wireless federated learning scheme. Young et
al. [16] designed a rate distortion framework to quantize and optimize the weights after
training to improve compression at any quantization bitrate.

In addition to the above improved methods, sattler et al. [17] proposed sparse binary
compression (SBC), which combines the existing communication delay and gradient sparse
techniques with novel binarization methods and optimal weight update coding to push
the compression gain to a new limit. Sattler et al. [18] proposed that STC extends the
existing gradient sparse compression technology, it is a communication protocol that com-
presses upstream and downstream communications through sparseness, networking, error
accumulation, and optimal golomb coding. Can achieve more efficient communication.

In summary, the purpose of model compression is to reduce the size of the model, im-
prove the computational efficiency and communication efficiency of the model, while main-
taining the performance and generalization ability of the model. In federated learning,
the methods of optimizing the volume size usually include: model compression, knowledge
distillation, low-rank decomposition, etc. Knowledge distillation [19] uses the knowledge
of larger models (teacher models) to guide the training of smaller models (student mod-
els), but traditional knowledge distillation often has the problem of relatively low learning
efficiency of student models. Low-rank decomposition [20] refers to a sparse convolution
kernel matrix that combines dimension and low-rank constraints, but its matrix decompo-
sition operation cost is high, and layer-by-layer decomposition is not conducive to global
parameter compression, and the convergence efficiency is low, so it is gradually forgotten.
However, no matter which compression method is used, more computing resources and
time costs are needed to maintain high accuracy. Some methods also have a negative
impact on the accuracy of the model.
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Figure 1. FedQT Algorithm in Federated Learning
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In order to solve the problem of time consumption and accuracy loss in model com-
pression. This paper proposes FedQT algorithm. After the fast sorting operation of the
parameters, the average value of the parameters in the middle part is selected as the
standard of the pruning threshold. According to the threshold, the Top Avg pruning
algorithm based on median comparison is used to prune the hierarchical parameters, and
then the clustering algorithm is used to quantify the pruning parameters. The param-
eters are mapped to the centroids of different clusters, and the model parameters are
compressed while maintaining accuracy, thereby effectively reducing the amount of pa-
rameter transmission and improving the efficiency of federated learning. The application
of FedQT algorithm in federated learning is shown in Figure 1.
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Figure 2. FedQT Algorithm Structure Diagram

As shown in Figure 2, under the premise of ensuring model performance and data
privacy, our FedQT algorithm first sorts the hierarchical parameters quickly, and uses the
sorted sequence to obtain the average value of the middle part using the Top-k algorithm.
The mean value is the pruning threshold avg(ω). On the basis of order, we use the
idea similar to binary search to perform Top Avg pruning operation, and finally use the
traditional k-means algorithm to quantify. The entire FedQT compression process can
reduce the size and computational burden of the model as much as possible. The focus of
this paper is to propose a new pruning threshold standard and pruning method to select
the weight in the pruning process more fairly. The optimization of the quantization part
will be carried out in the subsequent research, which is not repeated here.

2.2. Preparation work. This section will give a brief overview of the relevant knowledge
and define of federated learning model compression.

2.2.1. Related definitions. Pruning is a common neural network model compression tech-
nique, which is also widely used in federated learning. It can prune the model by removing
the weight parameters that have little effect on the aggregation results, thereby reducing
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the size and computational complexity of the model. It also helps to avoid problems such
as over-fitting.

There seem to be many pruning algorithms, but pruning the network model is recog-
nized as an effective pruning method. The standard pruning process, such as Figure 3
(left 1), is an extended pruning process.

It mainly includes three parts: training, pruning and trimming.
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Figure 3. Pruning Process

(1)Training: That is training the network model;
(2)Pruning: Various pruning algorithms such as fine-grained pruning, vector pruning,

kernel pruning and filter pruning can be performed here. Note that the network model
structure needs to be evaluated after general pruning;

(3)Trimming: This is a necessary step to restore the expression ability of the model
affected by the pruning operation.

Quantization is to further optimize the model parameter pruning. The conventional
quantization generally uses the clustering algorithm to quantify the model of each tensor
to avoid the tilt of the parameters after pruning, and use the centroid of each cluster to
more fairly reflect the distribution of tensor values, thereby reducing the occupation of
memory space and making the distribution of parameters more fair and representative.
It should be noted that pruning and quantization may reduce the accuracy of the model,
so a balanced choice between accuracy and model size is needed. In this paper, the
traditional clustering algorithm is used to quantify. The specific work of quantization in
model compression is the direction of our future research.

2.2.2. Equation description. This section explains some definitions and related formulas
involved in the proposed model compression algorithm. St is a subset of m clients, ran-
domly selected in round t, and the subscript m refers to the client of this subset in round
t (the number of clients in |St| = m is controlled by element C). In this paper, (wt -
wt+1,m) is called ∆w, where ∆w = {∆w1,∆w2,∆w3, . . . ,∆wm} is the weight and devia-
tion of the neural network model used for training, and they are used to pass the update
message of each client to the server.
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Definition 2.1. Model parameter update [21]:ω represents the parameters of the FL
model, the data set is distributed on K clients, and the data size of each client in fed-
erated learning is nk. The initial global model is ω0 expressed as the model parameters
after participating in the client training. The new weights ωt+1 are calculated according
to Equation (1), and then the updated model parameters are used for the next round of
training.

wt+1 ←
K∑
k=1

nk

n
wt+1

k (1)

w ← w − η∇ℓ(w; b) (2)

If the client is selected by the server, the data set B is divided, and then the E round
training is performed locally according to Equation (2), and the model parameters after
the client completes the training are uploaded to the server.

In the pruning algorithm, a good pruning threshold can better reflect the fairness of
pruning. In this paper, a Top Avg algorithm and a new parameter of avg(ω) is proposed.

Definition 2.2. Pruning threshold: According to the values in each layer of tensor, it is
sorted into three parts, and the average value of the middle part is used as the parameter
avg(ω).

avg(ω) =

∑
Top−z −

∑
Top (z −med)

med
(3)

In the above Equation (3), avg(ω) can be obtained, where z in Top z can be taken as 0.3n,
that is, not only the first z values are obtained, but the middle part of med is averaged to
represent the weight level of the parameters in this layer.

Definition 2.3. Top Avg pruning: After obtaining the mean avg(ω) of the parameters
of the model, it means that the Top Avg algorithm has a standard to measure whether a
parameter needs to be pruned. In order to more clearly describe the pruning process of
Top Avg in this paper, the pruning process is formulated, as shown in Equation (4):

Top−Avg(ω) =

{
ωi, if ωi > avg(ω)

0, if ωi < avg(ω)
(4)

The pruning module is applied to each layer to determine whether the weight is greater
than the obtained avg(ω), which allows the pruning and sparse processing of parameters
to be regarded as the parameters selected by the user. Each tensor can be represented by
wi (where i is the i-th value in a tensor).

3. System model. In this section, we will explain the structure of our proposed FedQT
algorithm. The detailed steps in the algorithm are explained.

3.1. FedQT Framework. In the pruning and quantization process summary, the smaller
weights in the model are usually pruned and the model parameters are further quantified,
thereby reducing the number and volume of parameters in the model, thereby reducing
the storage and calculation costs of the model.

On the basis of traditional pruning, a QSTop Avg model pruning algorithm is proposed.
The core idea is to propose a new pruning threshold standard: avg(ω) based on the
introduction of fast sorting. The federated learning model compression algorithm based
on QSTop Avg is mainly to prune the model that has been trained by the client in the
local model client. After the subsequent quantization operation, the weight distribution
in the response tensor is more reasonable and the volume of the model is changed.
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Figure 4 takes the federated learning model of two clients as an example to briefly
summarize the application of QSTop Avg algorithm in federated learning. The data of
different clients can get a model parameter after local training. The FedQT algorithm is to
further compress the processed model parameters. Firstly, the trained model parameters
are quickly sorted, and the required values are selected after the sorting is completed.
The selected values are used to obtain the required threshold: avg(ω), obtained threshold
is compared with the data (as shown in the orange part of Figure 4). After that, the k-
means algorithm is used to quantify the model to ensure fairness and further compress the
volume of the model. The pruned and quantized model can achieve better compression
rate, which can not only reduce the efficiency of the model transmission process, but also
simplify the subsequent operation of the model and reduce resource consumption.
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Figure 4. QSTop Avg Algorithm Farmework

3.2. Arithmetic statement. The FedQT algorithm compresses the model volume by
pruning and quantifying the weight parameters. Its main operation exists in the client,
regardless of the problem of device heterogeneity and data heterogeneity, focusing on
improving the communication efficiency by reducing the model volume.

In this paper, we propose a new federated learning model compression algorithm(FedQT)
based on QSTop Avg pruning. First, after quickly sorting the client parameters, we take
the med values between them, and use the Equation (3) to find the corresponding prun-
ing threshold avg(ω), which is used as a measure of whether the parameters need to be
pruned. In addition, there is a need for one-by-one comparison in the pruning process.
In the case of consuming a lot of time resources, the median comparison method is used
to reduce the time overhead of the model pruning process. The fundamental idea is sim-
ilar to the binary search method, but it is not exactly the same, in general. That is a
new standard for calculating the pruning threshold is proposed in the FedQT algorithm,
which further guarantees the accuracy of pruning. The QSTop Avg algorithm in FedQT
is shown in Algorithm 1:

FedQT algorithm is mainly used for the optimization of model compression in federated
learning, and the specific process is represented by Algorithm 1. The focus of this paper is
to innovate and optimize the pruning algorithm. The specific content of the quantization
is not the focus of this paper, so it is not in the postscript. The algorithm proposed in
this paper is aimed at the weight parameters of the hierarchy. Therefore, after obtaining
the hierarchy parameters, the parameters are processed by quick sorting, and then the
average value of the middle med positions is obtained. The value is used as the threshold
for pruning, and the Top Avg standard is used for pruning. Experiments show that the
FedQT algorithm has better performance in federated learning model compression.
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Algorithm 1: QSTop Avg: model pruning algorithm based on Top Avg

1 Input: weight parameter ω
2 Output: after prune weight parameter ω
3 procedure Pruning
4 Set the temporary parameter n, set Sq, the number of matrix layers CN
5 for (CN ! = 0) do
6 Sq ← QSort.Sq

7 avg(ω) =
∑

Top−z−
∑

Top−(z−med)
med

8 n← length.Sq

9 for (i ⩽ n) do
10 if (ωi < avg(ω)) then
11 ωi=0

12 i++

13 CN −−
14 end procedure

4. Algorithm design. In this section, we will introduce our proposed FedQT algorithm
in detail. We divide it into two parts: pruning based on QSTop Avg and the overall
FedQT algorithm, and explain the algorithm’s steps.

4.1. Model pruning. Model pruning is a technique to compress model size and im-
prove model efficiency by reducing parameters in the model. In federated learning, model
pruning can also be applied to reduce the computational and storage resource consump-
tion of the model on local devices, thereby improving the efficiency and scalability of the
federated learning algorithm.

The traditional Top-k sparse algorithm uses the k value as the standard for pruning,
so the local sorting method will accelerate the efficiency of the algorithm. In the process
of pruning the parameters of the hierarchy, if only the first k weights are taken, it is
possible to ignore the influence of some weights on the final model aggregation, and the
selection of k values also requires a lot of experimental support. Considering that in the
parameters of each layer, the average value of the middle part is more representative of its
own level, the pruning based on the threshold value of the middle part can better reflect
the fairness of pruning. After sorting, the med values of the middle part are found, and
the value of avg(ω) is obtained. Using the Top Avg algorithm to prune, the effect will be
more balanced.

Based on the idea of divide-and-conquer method, fast permutation was invented by
british computer scientist Tony Hoare. Quick sorting is an efficient global sorting algo-
rithm. The core idea is to divide a sequence into two subsequences, where all elements
of one subsequence are smaller than those of the other subsequence, and then recursively
sort the two subsequences.

Table 1. Comparison of Time Complexity

Algorithm Time Complexity
Quick sort O(nlogn)
Heap sort O(nlogk)
Bubble sort O(nk)
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In order to obtain better pruning criteria, FedQT algorithm needs the value of the
middle part of the parameter to set the pruning threshold. Therefore, it is necessary to
obtain the maximum value of the first n/3 and the value of the first 2n/3 (n is the total
number of parameters in this layer) to take the middle part, and the time complexity will
be lower on the basis of orderly parameters. The advantages of fast sorting are fast speed,
simple implementation and suitable for various data types and data sizes, quick sort is
introduced here.

In terms of time complexity, the performance of fast sorting time complexity and bubble
sorting time complexity is affected by the size of k and logn. k is the top k values in n,
in the worst case, k and n will be equal, at this time 2k > n that logn < k that time
complexity O(nlogn) < O(nk). Through simple derivation and Table 1, it can be proved
that the time complexity of fast sorting in general state is better than that of bubble
sorting, and FedQT algorithm needs to use median comparison for pruning in the future,
so fast sorting is more suitable for this scenario.

5. FedQT algorithm. In order to ensure the fairness in the pruning process, this paper
proposes a new measure of model pruning: Top Avg. After obtaining the value of the
middle part of the parameter, it can be calculated to obtain a more fair average avg(ω).
Next, the small weight connection is pruned: the parameters whose ownership weight is
lower than the threshold avg(ω) are pruned; after pruning, the parameters are quantified.

Algorithm 2: k-means [22]

1 procedure Quantization
2 Input: parameter ω
3 Output: the divided clusters C = C1, C2, ..., Ck

4 C = ∅(1 ⩽ i ⩽ k)
5 for (j = 1, 2, ...,m) do
6 Calculate the Euclidean distance dji between sample xi and mean solar time

vector µi

7 λj = argmini∈1,2,...,kdji
8 Cλj

= Cλj
∪ xj

9 for (i = 1, 2, ..., k) do

10 µ′
i =

∑
x∈(Ci)

x

|(Ci)|
11 if µi! = µ′

i then
12 µi = µ′

i

13 keep µi

14 end procedure

The value of a tensor can be converted into multiple clusters, and the centroid of these
clusters is used as the best representative to avoid parameter tilt. The quantization here
uses the k-means [22] clustering algorithm, formulaic expression is shown in Equation (5).

k−means(∆ω) = {∀ωi ∈ ∆ωm, let ωi ← cj} (5)

In Equation (5), c is used to represent the centroid of the cluster, and cj is used
to represent the jth predicted centroid. The traditional k-means algorithm is used to
quantify the parameters after pruning. The euclidean distance is used to calculate the
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distance between the sample and the mean vector. The k-means algorithm is shown in
Algorithm 2. In this paper, the FedQT algorithm using pruning and quantization is shown
in Algorithm 3.

Algorithm 3: FedQT: a federated learning model compression algorithm based
on quicksort and Top Avg pruning

1 procedure Compression
2 Input: parameter ω, centroids cj(|cj| means that we have four centroids)
3 Output: After pruning and quantization weight parameter ω
4 Pruning
5 ω ← QSTop Avg(ω)
6 Quantization
7 ω ← k - means(ω)
8 for each Centroid of ωm ∈ ω do
9 ωi ← cj

10 end procedure

The QSTop Avg pruning algorithm is combined with the k-means quantization algo-
rithm to prune the model parameters trained by the local client to prevent the tilt of
the weight parameters. The first half of the algorithm uses our newly proposed pruning
method and the threshold of pruning. On this basis, pruning is carried out to achieve
more scientific pruning, and some weight values with relatively small influence but not
negligible are retained. In the second half, the traditional k-means quantization method
is used to quantify the parameters that have been pruned. Based on the center cj of 4,
better results can be obtained. After the compression processing of the FedQT algorithm,
it can be proved by experiments that our algorithm can ensure that the loss of model pa-
rameters is as small as possible. In the case, the model volume is compressed to improve
the efficiency of federated learning.

6. Experiment. In the following, we verify the effect of our algorithm in federated learn-
ing by setting up the simulation experiment and comparing our proposed FedQT with
the better performance federated learning compression algorithm.

6.1. Experimental preparation. In this section, the effect of the proposed FedQT
algorithm in federated learning model compression is verified by simulation experiments,
and the results are analyzed and introduced to prove the effectiveness of the FedQT
algorithm.

Table 2. Parameter Configuration

Parameter Value Description
C 10% participation in training client ratio
B 16 client local training data batch size
E 10 client local training times
Cj 4 The number of centroids in quantization
σ 5 Dirichlet distribution parameter

In order to verify the effect of the QSTop Avg algorithm proposed in this paper, a
standardized data set MNIST [23] and a fundus retinal OCTMNIST data set [24] were
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used in the simulation experiment. The FedQT algorithm was compared with FedAvg [25]
and Fedzip [26] algorithms, and the data set was processed with a data processing method
based on dirichlet distribution [27]. The accuracy of the parameters after pruning and
the loss value after compression are discussed. In order to control the variables to better
verify the feasibility of the test, the equipment heterogeneity problem in the federation is
not considered, that is the computing power and communication efficiency between each
client are the same. The meaning and value of the parameters used in the experiment are
shown in Table 2.

6.2. Analysis of experimental results. In this section, the FedQT algorithm is simu-
lated and compared with other algorithms. The CNN neural network model is used, and
the standard data set MNIST and the fundus retina-related data set OCTMNIST are
selected for experiments and analysis.

The FedQT algorithm can compress the model volume after pruning, and the single-
machine simulation experiment is used for comparison. In federated learning, FedAvg
allocates weights according to the local data volume of each client for federated learning,
which is a classical federated averaging algorithm. Fedzip uses three processes of pruning,
quantization and coding to compress the model. Although it has better compression
efficiency, it also has accuracy loss.

Table 3. Comparison of Algorithms on MNIST and OCTMNITS

Dataset Methods
Convergence

Speed
Train Test Loss Compressibility

OCTMNIST
FedAvg baseline 98.74 97.52 0.015 1×
Fedzip same 98.16 96.77 0.033 1065×
FedQT slightly high 98.52 97.03 0.024 1032×

MNIST
FedAvg baseline 98.63 96.41 0.137 1×
Fedzip same 98.27 96.03 0.231 1065×
FedQT slightly high 98.43 96.23 0.164 1032×

The FedQT algorithm performs well on model compression (as can be seen from Ta-
ble 3). The accuracy on MNIST training set and test set is slightly lower than the
uncompressed FedAvg algorithm, but it performs better for Fedzip, which also applies
the compression algorithm. In contrast, the accuracy loss caused by FedQT is small, and
the volume of model parameters in the transmission process is also reduced. There is
not much difference between the compression ratio and the Fedzip algorithm after prun-
ing, quantization and coding. Although the compression rate of the Fedzip algorithm
is smaller, in essence, our proposed FedQT algorithm has been able to achieve about a
thousand times compression. This proves that the FedQT algorithm is suitable for the
compression of the federated learning model, and verifies the effectiveness of the FedQT
algorithm in federated learning compression.

Figure 5 shows the different losses caused by the FedAvg, Fedzip and FedQT algo-
rithms during training, and the standard loss is used here, which is a comparison metric
commonly used in federated learning model compression. According to the above figure
results, the FedQT algorithm proposed in this paper can obtain lower loss, and its initial
loss is almost consistent with the FedAvg algorithm without compression, in the first 40
rounds of training, the loss has been decreasing, and after about 100 rounds of training,
its loss is more in line with FedAvg, it can show that the algorithm is fairer in the pruning
process.



236 J.-Q. Zhang, H.-X. Xu, Y.-S. Ma and L.-N. Ni

0 2 0 4 0 6 0 8 0 1 0 0
0 . 0

0 . 1

0 . 2

0 . 3

0 . 4

0 . 5

0 . 6

0 . 7

0 2 0 4 0 6 0 8 0 1 0 0
0 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

1 . 2

1 . 4

Lo
ss

R o u n d

 F e d A v g
 F e d z i p
 F e d Q T

Lo
ss

R o u n d

 F e d A v g
 F e d z i p
 F e d Q T

Figure 5. Comparison of Loss Between MNIST and OCTMNIST
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Figure 6. Comparison of Accuracy Between MNIST and OCTMNIST

From Figure 6, it is not difficult to see that the accuracy of FedQT on MNIST dataset
can reach more than 97%, and the accuracy on OCTMNIST (medical retinal image
dataset) can also reach 96%. After 100 rounds of iteration, its accuracy gradually stabi-
lized. It is believed that the gradual convergence begins after 25 rounds of iteration, and
stable convergence can be achieved after 100 rounds of iteration. The problem of data
accuracy degradation may be alleviated by considering data enhancement.

7. Conclusion. In this paper, in order to solve the problem of model volume and redun-
dancy in federated learning, a FedQT model compression algorithm based on Top Avg
pruning and quantization algorithm is proposed to reduce the volume of the model. Exper-
iments show that our FedQT algorithm can effectively improve the model communication
efficiency of federated learning, and compared with the previous algorithm, it can main-
tain better convergence speed and lower accuracy loss. That is, the FedQT algorithm can
have a better compression rate and a smaller loss for the federated learning model.

In the future work, we will continue to further optimize the communication efficiency
of the model in federated learning, and consider how to further reduce the huge con-
sumption caused by its operation and the security problems in the process of frequent
communication.
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