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Abstract. : Comments on Online Social Networks (OSN) contain hidden informa-
tion about the quality of teaching and learning. However, it takes a lot of time and
effort to read these texts item by item. Automating the sentiment analysis of these com-
ments through machine learning techniques can significantly improve the efficiency of
text processing. Currently, sentiment analysis techniques for commenting on online so-
cial networks have become an important tool for uncovering the deeper psycholinguistic
features of university students. The effect of sentiment analysis is not satisfactory due to
the unstandardised format of comment information, variable language style and the large
amount of noise. To address this problem, an unsupervised class psycholinguistic feature
classification method based on sentiment computing is proposed. First, psycholinguistic
features are extracted from the comment information through three pre-processing steps:
word separation, normalisation and lexical annotation. Then, a 4-dimensional auxil-
iary sentiment dictionary is combined with a traditional single sentiment polarity value
dictionary to compute the sentiment tendencies contained in the comment information
from multiple dimensions. Finally, the overall psycholinguistic feature classification is
completed by increasing the weight calculation of sentiment words and the calculation
of sentiment tendency. test results on both MOOC and Tweet databases show that the
proposed unsupervised class classification method is more accurate than other existing
dictionary-based unsupervised class classification methods.
Keywords: Online social networks; Text processing; Sentiment computing; Feature
classification; Teaching comments; Sentiment dictionary

1. Introduction. The Internet has greatly changed the way people express and com-
municate with each other. College students can express their opinions and communicate
with others through comments on Online Social Networks (OSN). What users say on the
Internet is called comment text [1-5]. As we all know, there are many valuable things
that can be used in the comment text generated on OSN. For example, people’s shopping
decisions are increasingly influenced by online comments. For example, if a person wants
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to buy an item, he is likely to buy it when the comments he reads are mostly positive.
However, if the comments are mostly negative, the user may look for an alternative prod-
uct. For an individual or an organisation, positive comments represent a financial benefit
or reputation. This is the motivation behind the emergence of psycholinguistics. In this
work we concentrate on the psycholinguistic features of users’ product comments. A sim-
ilar psycholinguistic phenomenon exists for comment texts on online social networks as
for commodity comments.

Sentiment analysis for online social network texts has become a hot research topic [6-9],
and sentiment analysis is an important task in the field of natural language processing.
Most research has been devoted to extracting summary views from comments using nat-
ural language processing techniques and data mining techniques [10-13]. For example, by
analysing the textual content of a comment of an electronic product, the user’s sentiment
tendency towards the price, quality, features and other attributes of the product can be
obtained, so that manufacturers can target their products to improve their performance,
sellers can always develop more appropriate marketing strategies, and users can choose
a more suitable product. Nowadays, almost every website has an area for users to leave
comments, and mining this vast amount of views and opinions can provide companies and
organisations with information to understand human behaviour, with significant commer-
cial value and social research implications [14-16]. Currently, most unsupervised class sen-
timent analysis methods rely too much on a single sentiment word, often a pre-determined
vocabulary. As a result, they cannot truly reflect the inter-sentence relationships in the
text structure.

In order to fully explore the psycholinguistic features of emotional information in uni-
versity students’ comment texts and thus improve the effectiveness of psycholinguistic
feature classification, this paper classifies the emotional polarity of comment texts into
two categories, positive and negative, and designs and implements an unsupervised class
psycholinguistic feature classification method based on emotional computing. The exper-
imental data contains 3 datasets: 1) 1 real data crawled from MOOC; 2) 2 commonly
used Tweet datasets. Finally, the performance of the proposed classification method is
illustrated through comparative experiments.

1.1. Related Work. In general, sentiment analysis techniques can be broadly divided
into unsupervised dictionary-based and supervised machine-learning-based approaches.
Some researchers have also combined the two approaches for sentiment analysis.

Dictionary-based unsupervised class methods research relies on a sentiment word, often
a pre-determined vocabulary. Machine learning-based methods, on the other hand, make
use of a mixture of syntactic and linguistic features by means of a multi-medium approach.
The sentiment dictionary also plays a major role in this. Shen and Zhang [17] proposed a
dictionary of sentiment polarity values and used dictionary-based and custom sentiment
score calculation rules to calculate sentiment polarity values. Wang [18] first constructed
an emotional corpus by combining the expression pictures and emotional words in Weibo,
and optimized the corpus by using the concept of entropy, and trained Bayesian classifier
by extracting lexical features to realize emotional classification. Rezwanul et al. [19] use
machine learning to select adjectives and verbs in the text as training features, and use
feature dimension reduction method based on hierarchical structure. The characteristic
polarity value is calculated by symbolic expression, and the weight is calculated by polarity
value. Finally, SVM and KNN classifier are used to classify the text into three types:
positive, negative and neutral. However, supervised machine learning-based methods
require a large amount of annotated data during the training phase, and therefore have
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a high computational overhead in terms of CPU processing, memory requirements and
training time. In addition, supervised classifiers are difficult to extend to other domains.

1.2. Motivation and contribution. Therefore, an unsupervised class psycholinguis-
tic feature classification method based on multidimensional sentiment computation is
proposed to address the problems that arise above. First, word-level, phrase-level and
sentence-level psycholinguistic features are extracted through a pre-processing step. Then,
a 4-dimensional auxiliary sentiment dictionary is combined with a traditional single sen-
timent polarity value dictionary to compute the sentiment tendency contained in the
comment message from multiple dimensions. Finally, the overall feature classification
is completed by adding weight calculations for sentiment words and sentiment tendency
calculations.

The main innovations and contributions of this study are shown below:
1) The extraction of word multi-level psycholinguistic features from comment infor-

mation through three pre-processing steps of word separation, normalisation and lexical
annotation, enabling the identification of all types of characters, e.g. words, links, numbers
and time, and in particular various forms of epigraphic symbols and their corresponding
emotional polarity.

2) A 4-dimensional auxiliary sentiment dictionary is combined for sentiment analysis,
thus reflecting more realistically the inter-sentence relationships in the text structure and
integrating deep syntactic features.

2. Data pre-processor.

2.1. Problem description. Considering that classifiers using machine learning are usu-
ally more difficult to interpret and therefore not conducive to modification, generalisation
or extension, this paper chooses an unsupervised class approach based on a dictionary of
sentiment polarity values.

However, the main problems with existing research are as follows: 1) existing research
has mainly focused on normal canonical written texts, but comment messages may also
contain many abbreviations, symbolic expressions, topic tags, slang, link addresses, etc.,
which makes psycholinguistic feature extraction difficult, as confirmed in Dolynska et al.
[20]; 2) the performance of traditional single sentiment polarity-valued dictionaries do not
perform well enough to truly reflect inter-sentence relations in text structure. Yuan et al.
[21] attempted to address this problem by combining the weight calculation of sentiment
words, but still failed to reflect deep syntactic features.

Comment messages on online social networks are text messages with informal spelling
and sentence structure, often containing a large number of misspellings, random spaces,
punctuation etc. This makes existing low-level text pre-processing tasks such as word
separation and normalisation inefficient. We have therefore designed an optimised pre-
processor to address the problem of informal writing in social media text messages. Some
of the outputs of the data preprocessor are shown in Table 1.

Table 1. Selected output examples from the data pre-processor.

0 1 2 3 4 5

token haha ˆ ˆ !!! LOOOOL a
t norm #goodday [E1+] ! LOL A [E2+]
t tag # . ? . ∼ o(> <)o
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As shown in Table 1, some of the output examples include normalised characters,
character tags and lexical annotations. Character tags are assigned by the lexer and
include letters, slang, punctuation, symbolic expressions, topic tags, link addresses, etc.

2.2. Splitting words. Given a piece of text, the task of splitting it into separate small
parts, called characters, which can be a word or other meaningful semantic units, such as
numbers, usernames, topic tags, email addresses, symbolic emojis, etc.

Considering that people type mostly randomly nowadays, with a variety of incorrect
writing formats, we cannot simply separate text by spaces. We used the open-source
FreelCTCLAS Tokenizer from CAS [22] to address most common stylistic errors in social
media texts, such as repeated punctuation, extra spaces before tag symbols or missing
spaces after punctuation.

The FreelCTCLAS Tokenizer process matches different types of characters by means of
regular expressions, which are immediately labelled accordingly. Care must be taken here
to exclude characters that are already labelled before proceeding with the match. For ex-
ample, symbolic expressions and numbers are predominantly labelled before punctuation.
Symbolic expressions usually contain punctuation marks. The decimal point in a number
is also punctuated. Similarly, commas are used in larger numbers to improve readability.

2.3. Standardisation. As non-standard characters are common in social media mes-
sages. For example, many people will use repeated letters or symbolic emojis to empha-
sise a sentiment, emotion or point of view, so a 4-step process is used to standardise the
process:

(1) Repeat letter writing.
Repetitive letter writing is the use of repeated letters in text to increase the strength of

expression of words. For example, the phonetic code for both lol and lloooolllll is L400. to
solve the problem of using repeated letters, we use the phonetic code to find the index of
each word and identify matching options, and calculate the Levenshtein distance between
the input and each matching option to measure its similarity to return the best match.

(2) Symbolic expressions.
Use regular expressions to identify the polarity of a facial expression symbolic expres-

sion. For example, if we use [E1+] for positive symbolic expressions (ˆ ˆ), we use [E1-]
for negative symbolic expressions.

(3) Picture expressions.
Similar to symbolic emoticons, users often use picture emoticons to convey positive or

negative emotions and feelings. We have standardised all picture emojis into predefined
characters, such as [E2+] and [E2-]. These three predefined characters indicate positive
and negative respectively.

4) Text expressions
Similar to writing a letter repeatedly, it is common for users to expand these characters

for emphasis, e.g. hhahahahahah. We find these text expressions by matching regular
expressions containing at least k repeated letters (k=2), and then normalizing each text
expression to its core form. For example, hhahahahahah becomes haha.

2.4. Lexical annotation. The FreelCTCLAS Tokenizer used has a self-contained anno-
tator. However, in order to further improve the reliability of lexical annotation in the
presence of spelling errors, we have optimised the splitter.

Firstly, the original message is split into characters and a new message is generated.
This new message has two changes compared to the original message: 1) it is corrected for
repeated letters and changed to the standard form, and 2) missing spaces are automatically
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added and redundant spaces are removed. This ensures that the lexically annotated
separator gets the same character set as the optimised separator.

2.5. Psycholinguistic feature extraction. After the three pre-processing steps de-
scribed above, psycholinguistic features at word level, phrase level and sentence level
were extracted in order to be effective. We divided the feature extraction and sentiment
calculation into two separate parts.

There are certain differences in the psycholinguistic features of positive and negative
comments. First, there are more negative words in negative comments than in positive
comments. In addition, there are more verbs than nouns in negative comments as opposed
to positive comments. Secondly, the frequency patterns of pronouns in negative and pos-
itive comments do not coincide. In particular, first-person singular pronouns occur more
frequently in negative comments than in positive comments. Based on this preliminary
observation, we devised a set of features to represent the psycholinguistic characteristics
of the comments.

T new
i = T old

i · 2
log10

(∑
p
p∈P

)
(1)

where T new
i is the set of feature items for character i after the update, T old

i is the set of
feature items for character i before the update, p is the set of valid words that can be
used for sentiment analysis, and P is the set of negation words and pronouns.

For word-level, phrase-level and sentence-level comments, psycholinguistic features are
extracted using the feature extraction method shown in Equation (1), which allows for
the identification of all types of characters, especially the various forms of epigraphs and
their corresponding emotional polarity.

3. Classification of unsupervised class psycholinguistic features.

3.1. Feature classification framework. To implement unsupervised class psycholin-
guistic feature classification, an affective computational classification framework consist-
ing of three separate components together was designed, as shown in Figure 1.

3.2. Linguistic feature extraction. We find that users are usually careless when using
this way to emphasize, especially those who use touch-screen mobile phones often forget
to capitalize the first or last letter.

In order to avoid missing these situations, if 75% of the letters in a character are
capitalized, we consider that the character is all capitalized. If a character i is capitalized,
sALLCaps
i = 1, otherwise sALLCaps

i = 0.

T new
i = T old

i · 2log10(1+sALLCaps
t ) (2)

If the character i is not capitalized, T new
i = T old

i , otherwise T new
i = 1.232× T old

i .
Because users will emphasize their feelings or opinions by reusing certain letters or

symbols, we assign an elongation factor
sExLen
i

i
to each character i. This elongation factor

can reflect the different degrees of the original word length and the standardized word
length. Considering that letter elongation can also enhance the emotional strength of
characters, we can update T new

i as follows.

T new
i = T old

i · 2log10(sExLens
t ) (3)

where sExLen
i is the ratio between the original character and the normalized character.

Reinforcing words (such as very, really, extreme) and weakening words (such as hardly,
barely, a little), all belong to modifiers, which have little practical significance in them-
selves but can enhance or weaken the emotional strength of the modified words. Similar
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Figure 1. Unsupervised class psycholinguistic feature classification framework

to matching adjective noun pairs, we still use regular expressions to match part-of-speech
tags, and at the same time use modifier dictionaries De↑ and De↓ to find out all modifiers
and modified words. We will mark a series of modifiers of the character i with MDM

t .

sDM
i =

∑
m∈MDM

i

(
1 + sAllCaps

m + sExLen
m

)
(4)

where sDM
t is the elongation factor of the modifier i, m is a modifier and MDM is the set

of modifiers.
Accordingly, we need to update the influence factor T new

i of emotional score.

T new
i = T old

i · 2log10(sDM
t ) (5)

For negative words, unsupervised methods usually change the polarity of negative words
in emotional dictionaries, while supervised methods usually change negative words in the
training stage, so that the original text can be distinguished from the text after using
negative words. In order to identify negative words, we need a negation dictionary Dē .
Update the influence factor T new

i of the character i modified by negative words by the
following formula.

T new
i = T old

i · (−1) (6)

3.3. A multidimensional dictionary of affective polarity values. We use a senti-
ment polarity dictionary and some auxiliary dictionaries to implement psycholinguistic
feature analysis of social media texts. The sentiment polarity dictionary provides sen-
timent polarity values for characters that are likely to have sentiment polarity, while
the auxiliary dictionaries are used for better data pre-processing and structured feature
extraction.

A dictionary of affective polarity values is a dictionary containing a large number of
words with affective polarity and information about their corresponding affective polarity.
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There has been a great deal of work devoted to building dictionaries of sentiment polarity
values. Sentiment polarity dictionaries vary in the words they contain, for example some
dictionaries do not contain swear words such as WTF or internet slang abbreviations such
as LOL, but such words are essential in the work with social media messages.

There are also different types of affective polarity in dictionaries, some of which have
specific scores, while others may only give positive or negative labels. For example,
VADER (Valence Aware Dictionary for sEntiment Reasoning), created by Hutto et al.
[23] in 2014, is one of the latest freely available dictionaries of sentiment polarity values,
specifically for OSN text messages such as Tweets.

In addition to the standard word dictionary in sentiment dictionary, we make use of
a number of auxiliary dictionarys to calculate the sentiment tendencies contained in the
comment information from four dimensions (negation dictionary Dē, enhanced dictionary
of modifiers De↑, diminished modifier dictionary De↓, dictionary of common slang D′).
The four auxiliary dictionarys are mainly used in the normalisation process as well as in
the feature extraction process. The definitions of the four auxiliary dictionarys are given
in Table 2.

Table 2. Definitions of the 4 supporting dictionaries

Symbols Definition Example
De Standard Word Dictionary happy, move, good
Dē Negation Dictionary not, neither, never
De↑ Enhanced Dictionary of Modifiers very, really, extremely
De↓ Diminished Modifier Dictionary hardly, slightly, a little
D′ Dictionary of Common Slang lol: laugh out loud

The Negation Dictionary Dē is a subset of the standard word dictionary De created by
hand. Dē mainly includes words and phrases with a negative effect, such as don’t, haven’t,
etc. The enhanced modifier dictionary De↑ and the diminished modifier dictionary De↓

were also created manually. The combination of the two can influence the sentiment of a
comment by affecting the sentiment intensity of the sentence in which it is placed.

3.4. Basic Emotional Score Calculation. The emotion calculator uses a plurality of
emotion dictionaries and the output results of the feature extraction part to assign an
emotion score to each character. Let L be the dictionary set of emotional polarity values
that we choose. Through these dictionaries, we can get the basic emotional polarity score
of each character.

si =


∑

l∈Li

score(l,i)

|Li| , Li ̸= 0

0, Li = 0
(7)

where Li = {l ∈ L|i ∈ l} is a subset of the emotional polarity dictionaries containing
the character i, |Li| represents the number of emotional polarity value dictionaries, and
score is the basic emotional polarity value of each independent text character i given in
the dictionary l.

Update the emotional scores one by one according to linguistic features. The basic
emotional score of each character i is updated by using the emotional score influence
factor Ti.

snewi = soldi · Ti (8)
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Then, using the extracted independent linguistic feature information. The referenced
single character is updated as follows.

snewi = (−1) · soldi (9)

3.5. Psycholinguistic feature classification based on affective computing. We
complete the overall psycholinguistic feature classification by adding a weighting calcula-
tion for the emotion words and an emotion propensity calculation.

Weighting of sentiment words: S = {s1, s2, ..., sv} is used to denote sentiment
words and V is the number of sentiment words. After pre-processing, the comment text
will consist of some words or words with meaning. Let the input comment text be M ,
and use FreeLCTCLAS Tokenizer to classify M into words. Suppose mi ∈ M , then its
feature vector is represented as

f⃗ =

 fi1
. . .
fiv

 (10)

where fij indicates the importance of the sentiment word sj in the comment mi. The
greater the value of fij, the greater the contribution of sj to emotional judgment of mi.

The traditional TF-IDF [24] was used to represent the weights of sentiment words.

score(s, m̄) =
tf(s, m̄)× log (N/ns + 0.01)√∑

s∈m̄
[f(s, m̄)× log (N/ns + 0.01)]2

(11)

where score(s,m) denotes the weight of sentiment word s in the comment m, tf(s,m)
denotes the word frequency of sentiment word s in the comment m, N is the number of
training samples, and ns is the number of documents in which sentiment word s occurs
in the training sample. The denominator is the normalization factor such that the weight
of each feature word is between [0, 1].

Sentiment propensity calculation: For each sentiment word sj ∈ S, assume that
its polarity value is ω(sj). If ω(sj) > 0, then sj is a positive sentiment word, and if
ω(sj) < 0, then sj is a negative sentiment word. |ω(sj)| denotes the sentiment intensity
of sj. Assuming ω(sj) = ωj, the vector of sentiment word polarity values is as follow:

ω⃗ =

 ω1

. . .
ωv

 (12)

For each comment mi , the polarity value of the comment is as follow:

α (mi) = cosine
(−→
fi , ω⃗

)
=

−→
fi

T
· ω⃗

|ω⃗|
(13)

Assuming α(mi) = αi, αi is the polarity value of the comment mi. If αi > 0, the overall
psycholinguistic profile is judged to be in the positive category, and if αi < 0, the overall
psycholinguistic profile is judged to be in the negative category.

4. Experimental results and analysis.
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4.1. Experimental data. The experimental data contains 3 datasets: 1) real data
crawled from the MOOC online learning platform (www.icourse163.org/); 2) VADER-
Tweet dataset [25]; 3) SemEval-2013 dataset [26].

The MOOC dataset contains 100 topics, with a total of 11 646 comments, with 8,998
sample data in the positive category and 2,648 sample data in the negative category.
For all data, five people will mark the positive and negative of each Weibo, and if the
marking results are inconsistent, they will negotiate and then re-mark. The VADER-
Tweet dataset was manually annotated with a large number of Tweets and noise filtered
by using constraints, thus ensuring the quality of annotation of Tweet sentiment polarity
as much as possible. SemEval-2013 is a dataset specifically designed to test the sentiment
analysis of Twitter texts, containing 1028 positive and 2628 negative texts, for a total of
3656 texts. Three experimental data sets are shown in Table 3.

Table 3. Experimental data sets

Data sets Tags Number

MOOC (11646)
Positive category samples 8998
Negative category samples 2648

VADER-Tweet (4200)
Positive category samples 2897
Negative category samples 1303

SemEval-2013 (3656)
Positive category samples 1028
Negative category samples 2628

4.2. Assessment indicators. The results of the psycholinguistic feature classification
were evaluated using three metrics, namely Precision, Recall and F-Measure, with the
total number of documents in a collection of documents being D. The text representation
is shown in Table 4. Equation (14) is the calculation of the accuracy P (Precision);

Table 4. Text representation

A sample of the actual
negative category

A sample
of what is not actually
a negative category

Sample marked
as negative category

a b

Samples marked
not in the negative category

c d

Equation (15) is the calculation of the recall R (Recall); Equation (16) is the calculation
of the comprehensive evaluation index F (F-Measure) of classification performance.

P =
a

a+ b
× 100% (14)

R =
a

a+ c
× 100% (15)

F =
2× P ×R

P +R
(16)
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4.3. Performance comparison with a single sentiment polarity-valued dictio-
nary. In order to illustrate the performance of the proposed method for the classification
of psycholinguistic features, two sets of comparison experiments were experimented on
each of the three datasets, and the results are shown in Figure 2 and Figure 3.

ZHSD is the ”Word Collection for Sentiment Analysis (beta version)” published by
China Knowledge Network [27]. DLSD is a Chinese DLSD is a Chinese dictionary of
emotion provided by Dalian University of Technology [28].

(a) Positive category sample (b) Negative category sample

Figure 2. Performance comparison with ZHSD dictionary

As shown in Figure 2(a), for the positive class samples, the classification performance
of the proposed method is significantly better than that of the single dictionary ZHSD on
the VADER-Tweet dataset. However, the classification performance on the remaining two
datasets is almost identical. As shown in Figure 2(b), for the negative class samples, it can
be seen that the classification performance of the proposed method is significantly better
than that of the single dictionary ZHSD on all three datasets. As shown in Figure 3(a),
for the positive class samples, the difference between the classification performance of the
proposed method on the VADER-Tweet dataset and the DLSD dictionary is small. As
shown in Figure 3(b), for the negative class samples, it can be seen that the classification
performance of the proposed method is slightly better than that of the single dictionary
DLSD on all three datasets.

Overall, unlike existing unsupervised classes of single sentiment polarity-valued dictio-
naries, the proposed method uses a 4-dimensional auxiliary sentiment dictionary, which
allows the calculation of the sentiment tendency contained in a comment message from
multiple dimensions. Although the single dictionary also contains a large number of other
non-standard characters such as common symbolic expressions and slang abbreviations,
the data preprocessor used determines the sentiment polarity of the comments directly
based on the sentiment polarity of symbolic expressions and picture expressions, and
no longer detects sentiment polarity characters in the text, which helps to improve the
accuracy of the final classification results to some extent.
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(a) Positive category sample (b) Negative category sample

Figure 3. Performance comparison with DLSD dictionary

4.4. Performance comparison with a composite sentiment polarity-valued dic-
tionary. In addition to the unsupervised class singleton sentiment polarity value dictio-
nary, the proposed method was compared with an unsupervised class method based on a
compound sentiment polarity value dictionary.

Li et al. [29] constructed a compound polarity dictionary that included a base dictio-
nary, a domain dictionary, a network word dictionary, and a modifier dictionary. Then,
sentiment analysis was performed based on the polarity dictionary, including calculating
the polarity of polar phrases and calculating the polarity of sentences and the whole. The
proposed method was compared with the method based on a composite sentiment polarity
value dictionary, as shown in Tables 5, 6 and 7.

Table 5. Accuracy P comparison results

Data sets
Dictionary of

compound emotional
polarity values %

Methodology
proposed / %

MOOC
Positive category samples 0.60 0.62
Negative category samples 0.71 0.83

VADER-Tweet
Positive category samples 0.63 0.64
Negative category samples 0.67 0.75

SemEval-2013
Positive category samples 0.88 0.88
Negative category samples 0.51 0.56

As can be seen from Tables 5, 6 and 7, for the negative class samples in the three
datasets, the proposed method has higher accuracy P, recall R, and F -value than the
classification method based on the composite polarity dictionary. For the positive class
samples, there is little difference between the performance of the proposed method and
the classification method based on the composite sentiment polarity value dictionary.
The reason for this is that the proposed method takes into account not only the word
frequency information and sentiment information of the sentiment words themselves, but
also the intensity of the sentiment expressed by the sentiment words. We use not only
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Table 6. Comparison results for recall R

Data sets
Dictionary of

compound emotional
polarity values %

Methodology
proposed / %

MOOC
Positive category samples 0.67 0.68
Negative category samples 0.59 0.65

VADER-Tweet
Positive category samples 0.68 0.67
Negative category samples 0.45 0.53

SemEval-2013
Positive category samples 0.86 0.87
Negative category samples 0.42 0.56

Table 7. Comparative results of the integrated evaluation indicators F

Data sets
Dictionary of

compound emotional
polarity values %

Methodology
proposed / %

MOOC
Positive category samples 0.61 0.62
Negative category samples 0.60 0.72

VADER-Tweet
Positive category samples 0.63 0.63
Negative category samples 0.54 0.69

SemEval-2013
Positive category samples 0.83 0.82
Negative category samples 0.48 0.61

the sentiment intensity of the sentiment word, but also the weight of the sentiment word,
which means that the sentiment propensity is calculated differently. It can be seen that
the data pre-processing, as well as the psycholinguistic features that are fully utilised, can
significantly improve the final classification accuracy.

4.5. Discussion. From the above experimental results, it can be seen that the proposed
method has a higher classification accuracy than the classification methods based on single
or compound sentiment polarity value dictionaries. The drawback of this study is that the
classification results are better for the negative category samples, but the improvement
in classification accuracy for the positive category samples is not satisfactory. In other
words, the proposed method is easier to analyse the negative comments. One of the
reasons for this is that for comment information containing both positive and negative
words, and the negative words have a somewhat larger score and therefore determine the
final polarity.

5. Conclusion. This paper relies on a sentiment polarity value dictionary and four auxil-
iary dictionarys to implement psycholinguistic feature analysis of comment texts on OSN.
The psycholinguistic features are extracted from the comment information through three
pre-processing steps: word division, normalisation and lexical annotation, and the overall
psycholinguistic feature classification is completed by adding the weight calculation of
sentiment words and the calculation of sentiment propensity. Three datasets were used to
validate the efficiency of the proposed method. The test results show that the proposed
method has a higher classification accuracy than the classification methods based on sin-
gle or compound sentiment polarity value dictionaries. The shortcoming of this study is
that the classification results are better for the negative category samples, but the im-
provement in classification accuracy for the positive category samples is not satisfactory.
In other words, the proposed method is easier to analyse the negative comments. One
of the reasons for this is that targeting comment information that contains both positive
and negative words, with the negative words having a somewhat larger score, determines
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the final polarity. Further research will be conducted on how to solve the problem of low
classification accuracy of positive samples.
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