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Abstract. Metallurgical technology directly affects the development of multiple areas
such as national defense, energy, and transportation. It is one of the foundations of
modern industry and is of great significance for promoting economic development and
enhancing national competitiveness. Traditional chemical analysis methods require multi-
ple reagents and tedious operations, while Laser-Induced Breakdown Spectroscopy (LIBS)
can quickly detect multiple elements by capturing the spectral signals of samples without
any sample preparation. We collected spectral data for 9 selected steel samples, with 5
points selected for each sample and 500 hits for each point. We used maximum-minimum
normalization and Principal Component Analysis (PCA) to denoise the spectral data and
established Partial Least Squares Regression (PLSR), Support Vector Regression (SVR),
and Extreme Learning Machine (ELM) as quantitative analysis models for Mn, P, S,
and C in iron blocks. Results showed that the PLSR model predicted Mn, P, S, and C
with R2 values of 0.99917, 0.99532, 0.99471, and 0.99513, and Rmse values of 0.00064,
0.00028, 0.0023, and 0.00153, respectively. The PCA-SVR model predicted Mn, P, S,
and C with R2values of 0.99987, 0.99797, 0.99543, and 0.99983, and Rmse values of
0.00025, 0.00018, 0.0022, and 0.00028, respectively. The PCA-ELM model predicted
Mn, P, S, and C with R2 values of 0.87425, 0.79556, 0.80864, and 0.63416, and Rmse

values of 0.01126, 0.00235, 0.00133, and 0.00966, respectively. Among all the models,
the PCA-SVR model had the best performance. The research results indicate that the
combination of PLSR and PCA-SVR models with LIBS can achieve high-precision quan-
titative analysis of steel elements and improve the efficiency of steel detection.
Keywords: Laser-induced breakdown spectroscopy; Quantitative analysis; Partial least
squares;Support vector regression; Extreme learning machine.

1. Introduction. Steel production capacity is an important manifestation of a country’s
level of modern industrial development and is the foundation of a modern state. Steel
smelting is one of the most critical processes, and the content of various trace elements in
steel, including C, Mn, P, S, and a small number of other elements, determines the steel’s
quality [1, 2]. The content of these elements directly affects the performance of high-end
equipment, which requires precise control of trace elements. Therefore, quickly detecting
and strictly controlling the content of various elements in steel has become a critical issue
in steelmaking.

Although traditional offline testing methods can achieve high precision quantitative
qualitative research of relevant samples, offline testing requires sampling pre-processing
and a complex analysis process [3], which takes a long time. Moreover, the steel-making
process needs to be stopped to take samples for testing, which increases the tediousness of
smelting and the probability of impurity adulteration, easily leading to large gaps between
the detected steel results and the actual results. The offline steel composition testing is
far from being able to adapt to the requirements of modern gold product manufacturing.
Therefore, new online testing methods are needed to reduce the testing process’s time
and complexity, control the trace element content from the source, and solve the painful
problem of poor real-time steel testing in the industry.

Laser-induced breakdown spectroscopy (LIBS) is a fast spectroscopic technique that
obtains the composition and content of a substance from the wavelength and intensity of
atoms and ions in a laser-induced plasma spectrum [4]. It utilizes a high-energy-density
pulsed laser to induce ionization on the surface of a material, resulting in the generation of
laser-induced plasma. The plasma emission spectrum contains a line spectrum that carries
a wealth of information about the elements of the sample and a continuous spectrum with
background information [5].

After over 40 years of development, LIBS technology has become increasingly mature
and has found wide applications in many fields, such as environmental detection [6, 7, 8],
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the biomedical field [9, 10, 11], industrial metallurgy [12, 13, 14],, and food detection
[15, 16] .

1.1. Related work. In recent years, machine learning algorithms have been combined
with LIBS. Zhang used the SelectK-Best algorithm for feature selection and back propa-
gation neural network (BPNN) for regression model training to determine the content of
trace metal elements, achieving relative errors of prediction of 1.13%, 2.85%, and 7.20%
for manganese, chromium, and nickel in steel, respectively, with an R2 of over 0.996 [17].
He used a hybrid variable selection method of mutual information particle swarm opti-
mization (MI-PSO) to achieve accurate screening of LIBS and Fourier transform infrared
spectroscopy (FTIR) spectral feature variables, and constructed a mutual information
particle swarm optimization kernel extremum learning machine (MI-PSO-KELM) model,
resulting in R2 values of above 0.96 for coal quality detection results [18]. Tian determined
phosphorus in seafood using LIBS and developed univariate and multivariate regression
models with PLS and SVM, respectively, resulting in an average RSD of 5.18% for SVM
predictions and 9.40% for PLS; the results suggest that support vector machines may
be more suitable for solving the non-linear behaviour in LIBS spectra caused by matrix
effects [19]. Liang proposed the kernel limit learning machine (KELM) by extending
ELM to replace the feature mapping in ELM with kernel matrices, and combined particle
swarm optimization and KELM to achieve rapid identification of Salvia geographic re-
gions, achieving a classification accuracy as high as 94.7% [20]. Zhang quantified carbon
(C), hydrogen (H), and nitrogen (N) in coal using LIBS combined with machine learning,
calibrated and predicted using linear regression, support vector regression, and random
forest models, and the results showed that random forest outperformed the other models
with R2 values of 0.9844, 0.9625, and 0.9829, respectively [21]. These results demonstrate
that machine learning algorithms combined with LIBS have wide-ranging applications in
various fields, with impressive accuracy and precision.

1.2. Innovation and contribution. This experiment efficiently performed elemental
analysis and prediction on steel samples containing multiple elements, with high accuracy
and robustness. Preprocessing methods such as PCA dimension reduction were used to
effectively extract features, reduce data dimensions, and improve model efficiency and
accuracy. Finally, by comparing the prediction results of different machine learning al-
gorithms, the optimal algorithm and parameter combination were identified to improve
model performance and robustness. The study simplified the cumbersome and complex
process of steel quantification testing, providing an effective method and approach for
LIBS technology in metallurgical analysis and quality control.

2. System design.

2.1. Installation design. LIBS technology enables real-time, non-contact measurement
and analysis of multiple elements in both light and heavy materials without requiring
pre-production of samples. This allows for adjustment of elemental content during the
smelting process to meet production standards, forming a closed-loop manufacturing con-
trol process. The experiment was conducted under standard atmospheric pressure in a
confined, clean space. Figures 1 and 2 depict the physical and structural drawings of the
LIBS equipment used, which consisted of a 4-channel fibre optic spectrometer (Spectrom-
eter, AvaSpec-ULS2048-4-USB2, Avantes, Netherlands) and a Q-modulated Nd: YAG
laser (Laser, Dawa-100, Beamtech Optronics, China) operating at a wavelength of 1064
nm with a single pulse energy of 50 mJ at a frequency of 5 Hz.
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Figure 1. Physical view of LIBS equipment

Figure 2. LIBS equipment construction diagram

The laser beam is expanded by a Beam expander and reflected by a Dichroic mirror 1,
which is focused by a Lens 1 with a focal length of 100 mm onto the surface of the sample
placed on a three-dimensional motorised translation table to produce a plasma.

The light emitted from the plasma passes through the converging lens 1 and the dichroic
mirror 1, is reflected by the dichroic mirror 2, converges on the end face of the fibre via
the converging lens 2 and is transmitted to the spectrometer for recording. The Dichroic
mirror 2 has a reflection-to-transmission ratio of approximately 9:1, with a small amount
of light passing through Lens 3 to be imaged on the camera to facilitate observation of
the laser excitation position.
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2.2. Sample preparation and data acquisition. To determine the steel content of-
fline, iron samples were obtained from Minguang Iron and Steel Co. The samples were
polished with sandpaper to remove surface impurities and oxidation, and placed on a
three-dimensional electronically controlled moving platform. Five points were selected
for each steel sample to be excited as a set of experiments, and the sample position was
moved after each hit to ensure random sampling. The spectral acquisition was conducted
with a wavelength range of 230-750 nm, an integration time of 1.05 ms, and a delay time
of 1.28 µs.

Figure 3. Steel sample image

The experiments are grouped based on each iron block. This experiment is divided
into 10 groups of experiments numbered S01, S02, ..., and S09. Each iron block has 5
randomly selected excitation points. With 9 groups of iron blocks, there are a total of
45 analysis points. For each analysis point, 500 spectra are collected, with 5 different
excitation points for each iron block. The obtained spectra are averaged, resulting in 5
average spectra for each iron block, which correspond to each group of experiments. The
experimental setup is fully controlled by software. The spectral information emitted by
the plasma is divided by the spectrometer, converted into a digital signal by the detector,
and the spectral data is stored and analyzed by the computer.

The exact composition of the 9 iron blocks was determined using an Optical Emission
Spectrometer (OES), with the data obtained from the direct reading spectra serving as
the actual results for the model. Table 1 shows the composition content of each element
measured by the OES, with Fe accounting for the highest composition in the steel. To
prevent the influence of Fe on the prediction results of the remaining four elements, Fe
was excluded from the analysis. The remaining four elements were used as input data
for subsequent analysis. When dividing the data into test and training sets, 20% of the
samples were allocated as the test set, and a random number seed of 27 was used. Nine
spectral data points were randomly selected from the 45 strikes for the test set, and the
remaining 36 spectral data points were used for the training set.
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Figure 4. Average spectrum of sample S05

Table 1. Elemental content measured by direct reading spectrometers

Numb Fe Mn P S C
S01 99 0.125 0.0193 0.0137 0.0812
S02 98.9 0.109 0.0154 0.0174 0.101
S03 98.8 0.147 0.0275 0.0102 0.0598
S04 98.9 0.191 0.0253 0.0095 0.0819
S05 99 0.117 0.0207 0.0186 0.0318
S06 99 0.129 0.0194 0.0141 0.0789
S07 99 0.132 0.0163 0.0117 0.0615
S08 98.9 0.142 0.0254 0.0101 0.0329
S09 98.9 0.142 0.0254 0.0101 0.0329

3. Modeling. Principal Component Analysis (PCA) is a widely used method for data
dimensionality reduction in machine learning and data processing. The main idea of PCA
is to map the original n-dimensional features onto k-dimensions, replacing the original n-
dimensional features with new k-dimensional features [22].
By calculating the covariance matrix of the data, we obtain the eigenvalues and eigen-

vectors of the covariance matrix. We then select the matrix consisting of the eigenvectors
corresponding to the K features with the largest eigenvalues, thereby achieving dimen-
sionality reduction of the data features [23]. PCA regroups the original multiple indicators
into a new set of indicators. This method not only reduces the interference of multivari-
ate correlation but also captures the information of the original spectral data as much
as possible. The results of the principal component analysis can be used to extract the
important features of high-dimensional data and to reduce the computational overhead
of the algorithm.

Spectral data pre-processing methods can optimize data and improve model prediction
performance. Good spectral pre-processing techniques can reduce the effects of laser
pulsation fluctuations, fluctuations, noise, and drift limitation on LIBS spectra [24]. To
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improve the convergence speed of the model for subsequent data input, this study uses
Min-Max Normalization (MMN) to scale the spectral intensities between the interval [0,1]
[25]. For each one-dimensional feature xi, where i = 1, 2, ..., p, the k - th sample eigenvalue
xik, where k = 1, 2, 3, ..., n, is normalized.

x̂lk =
xik −min (xi)

max (xi)−min (xi)
(1)

The result is mapped between [0,1] in Equation (1), where min(xi) and max(xi) are
respectively the minimum and maximum values of feature xi across all samples.

To evaluate the accuracy of the model and to measure the experimental results indica-
tors the coefficient of determination (R2 ), and root mean square error (RMSE ) [26] are
used as references to evaluate the accuracy of the regression prediction model, and the
formulae for each indicator are shown below [27]. The formulae for each indicator are as
follows:

R2 = 1−

∑(
Yi − Ŷl

)2

∑(
Ŷl − Ŷ

)2 (2)

In Equation (2) Yi is the predicted mean value of the i-th sample. Ŷl is the Yi the

corresponding true value. Ŷl is the mean value of the sample.

RMSE =

√∑
(yi − ŷi)

2

m
(3)

In Equation (3) yi is the i-th predicted value, ŷi is the yi the corresponding true value m
is the sample size.

In general, The smaller the value of RMSE, the better the predictive power of the
forecasting model. R2 The closer the value is to 1, the better the model fits.

Partial Least Squares Regression (PLSR) is a multivariate statistical data analysis
method that models multiple dependent variables on multiple independent variables. It
is a generalization of the least squares method that can achieve quantitative analysis even
when there are multiple correlations among independent variables. PLSR can more easily
exclude noise in the independent variables and solve more difficult problems of multiple
linear regression [28].

After data pre-processing and normalization, the spectral data is denoted as x1, x2, x3,
..., xn, and its composite indicator variable, the principal component of the raw data after
dimensionality reduction, is denoted as y1, y2, y3, ..., ym (where m ≤ n). The residual
matrix is denoted as E1, E2, E3, ..., Em (where m ≤ n). The relationship between the
three can be written as:

y1 = l11x1 + l12x2 + l13x3 + · · ·+ l1nxn + E1

y2 = l21x1 + l22x2 + l23x3 + · · ·+ l2nxn + E2

y3 = l31x1 + l32x2 + l33x3 + · · ·+ l3nxn + E3

· · ·
ym = lm1x1 + lm2x2 + lm3x3 + · · ·+ lmnxn + Em

(4)

where the coefficient li1 , li2 , li3 ,..., lin (i = 1, 2, 3, ...,m) form the coefficient matrix.
Based on the principal component analysis to extract the most informative principal

components reflecting the input data, a regression model between the element to be
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measured Y and the spectral data principal component matrix X can be abbreviated as
[29]:

Y = LX + E (5)

In Equation (5) L is the coefficient matrix corresponding to the principal component
matrix and E is the total residual matrix.
Support vector regression (SVR) is a linear regression method that uses limited sample

information to ensure a non-linear transformation of input data into a decision function
in a high-dimensional space, resulting in good learning and generalization capabilities
and achieving optimal results [27]. The common kernel functions in SVR models include
the polynomial kernel function (Poly), radial basis kernel function (RBF), linear kernel
function (Linear), and Sigmoid kernel function, among others. For this study, the RBF
kernel function was chosen, and the objective function of SVR is given by:

Csvr =
∑

i′∈MSV

αi′ · klibs (I ′′i′ , I) + b (6)

In Equation (6), theMSV is the set of support vectors; and αi′ is the Lagrangian multiplier.
i′ is the i - th set of experimental data. I ′′i′ is the suport vector; I is the input vector; b is
a constant klibs is the radial basis function, which can be expressed as [27] :

klibs
(
I ′i′ , I

)
= exp

(
−γ

∣∣I ′i′ − I
∣∣2) (7)

In Equation (7), the γ is the kernel function. The constraint on Equation (7) is
∑n−m

i=1 (ai−
a∗i ) = 0 , where a∗i is the Lagrangian multiplier, 0≤a∗i ≤, and C is the penalty function.

The SVR model has two important hyperparameters: C and γ. The penalty factor C
reflects the degree of tolerance to errors, and its value affects the complexity and stability
of the model. A larger value of C indicates a lower tolerance to model error, which may
cause the model to overfit the training data. On the other hand, a smaller value of C
indicates a greater tolerance to model error, which may cause the model to underfit the
data. The parameter γ determines the width of the RBF kernel function and affects the
smoothness of the decision boundary. A small value of γ creates a broad kernel, which
can result in a smooth decision boundary, whereas a large value of γ creates a narrow
kernel, which can result in a more complex and potentially overfitted decision boundary.
Therefore, selecting appropriate values of C and γ is crucial for constructing an effective
SVR model.

Extreme Learning Machine (ELM) is a machine learning method based on feed-forward
neural networks [30]. Its basic principle is to randomly generate the weights of the connec-
tions between the input and hidden layers, and the biases of the nodes in the hidden layer,
and set them without further adjustment, while ordinary feed-forward neural networks
require continuous backpropagation iteration for parameter optimization. ELM signifi-
cantly reduces computational effort compared to ordinary feed-forward neural networks
and offers advantages such as fast learning speed and strong generalization ability [31].
The mathematical model of the extreme learning machine is shown below [32].

A single hidden layer feed-forward neural network with L neurons can be expressed as
follows, for an arbitrary set of N distinct samples (xi,ti), where xi = [xi1, xi2, . . . , xin]

T ∈
Rn is the input quantity and ti = [ti1, ti2, . . . , tim]

T ∈ Rm is the output quantity [33]:

L∑
i=1

βig
(
wi · xj + bi

)
= oj, j = 1,2, . . . ,N (8)
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Figure 5. Structure of the ELM

In Equation (8), g(x) is the activation function, wi = [wi1, wi2, . . . , win]
T is the input

weight, βi is the output weight, bi is the bias of the i - th hidden layer unit, and wi · xj is
the inner product of wi and xj. The objective function of the extreme learning machine
can be expressed as:

Hβ = T (9)

H(w1, . . . ,wL,b1, . . . ,bL,x1, . . . ,xL) =

g(w1 · x1 + b1) · · · g(wL · x1 + bL)
... · · · ...

g(w1 · xN + b1) · · · g(wL · xN + bL)


(10)

β =

βT
1
...
βT
L


L×m

T =

TT
1
...
TT

L


N×m

(11)

where H is the output of the hidden layer node, β is the output weight and T is the
desired output. In the ELM algorithm, once the weights and the bias of the hidden layer
are determined randomly, the output matrix of the hidden layer is uniquely determined
and the learning process of ELM can be equated to finding the least squares solution,
which can be expressed as:

β̂ = H+T (12)

where H+ is the Moore-Penrose generalised inverse matrix of the matrix H and the
minimum value of the least squares solution is unique.

To improve the efficiency of the models and facilitate their input, the average spectral
data obtained by striking the iron block was first subjected to maximum-minimum nor-
malization, and the resulting normalized data was used as the input source for the three
models.

PLSR has a data dimensionality reduction effect. During the training process of the
PLSR model, the optimal number of data dimensions for reducing is determined. The
accuracy of the results obtained in the training process varies greatly with different sizes
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Figure 6. The four elements of the PLSR training

of dimensionality reduction. Through iterative calculations, it was found that the decision
coefficient R2 shows an increasing trend with the increase of data dimensionality, reaching
its highest peak at a data dimensionality of 20 and then leveling off, as shown in Figure
6.

In the modeling process, PLSR obtains the weight coefficient of each feature value,
which indicates its importance. To select the most important features, we sort the ab-
solute value of the weight coefficients and select the top 20. The algorithm retains 20
components. The fit of the PLSR model to the predicted and actual values in the test set
is illustrated in Figure 7.

The LIBS normalised dataset contains a vast amount of information that responds to
the characteristics of the sample, and this data has high dimensionality. Principal Com-
ponent Analysis (PCA) can effectively reduce the dimensionality of the high-dimensional
data, transforming the high-dimensional data into variables with lower dimensionality and
more focused responses to the original dataset. The data after the PCA dimensionality
reduction process is then used as input for Support Vector Regression (SVR) and Extreme
Learning Machine (ELM) to construct PCA-SVR and PCA-ELM models, respectively.

The number of principal components selected by PCA for data dimensionality reduction
was 7. As shown in Figure 8, the cumulative contribution of these 7 principal components
was over 90%, indicating that they can effectively represent the characteristic spectra of
the iron blocks and all the information of the LIBS spectra. The eigenspace vectors of
the samples were constructed based on these 7 principal components, and the resulting
data matrix was used as the input of the SVR and ELM prediction models.

To determine the optimal combination of the model parameters C and γ in the SVR, a
grid search method was used. The search interval for the parameters was C ∈ [0, 50] and
γ ∈ [10−5, 1]. The optimal combination of parameters was determined by the grid search
method to be C = 8 and γ = 0.000002. The prediction results of the model on the test
set are shown in Figure 9.

The data processed by PCA were used as the input for the ELM model, and the model
performed best when the number of hidden layer units was set to 3500 through training
iterations. The activation function used in the model was Sigmoid. The prediction results
from the model’s test set are shown in Figure 10 below.
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Figure 7. PLSR prediction results for the four elements

Figures 8 and 9 demonstrate the superior performance of PLSR and PCA-SVR models
in predicting the elemental content, with high R2 values close to 1 and low Rmse values.
On the other hand, the PCA-ELM model exhibits better prediction accuracy than PLSR
and PCA-SVR, indicating its potential as a reliable prediction model.
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Figure 8. Percentage contribution of the seven selected principal components

Figure 9. Prediction results of the PCA-SVR model for the four elements
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Figure 10. PCA-ELM prediction results for four elements
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4. Conclusions. This article mainly introduces the quantitative analysis of the content
of four elements (Mn, P, S, C) in iron blocks using laser-induced breakdown spectroscopy
(LIBS) technology. Three prediction models were proposed: PLSR, PCA-SVR, and PCA-
ELM. By preprocessing the data, such as maximum-minimum normalization and PCA
dimensionality reduction, the input data for model training was obtained. The study
found that the PLSR model performed best when 20 components were retained, and
the R2 values for predicting the four elements Mn, P, S, and C were 0.99917, 0.99532,
0.99471, and 0.99513, respectively, with Rmse values of 0.00064, 0.00028, 0.0023, and
0.00153, respectively. In the PCA-SVR, the grid search method was used to find the best
parameter combination for the SVR model. The final model predicted R2 values for the
four elements Mn, P, S, and C were 0.99987, 0.99797, 0.99543, and 0.99983, respectively,
with Rmse values of 0.00025, 0.00018, 0.0022, and 0.00028, respectively. In the ELM
model, 3500 hidden layer units were selected, and the final predicted R2 values for the
four elements Mn, P, S, and C were 0.87425, 0.79556, 0.80864, and 0.63416, respectively,
with Rmse values of 0.01126, 0.00235, 0.00133, and 0.00966, respectively. The results show
that the PLSR and PCA-SVR models are better than the PCA-ELM model, with the
PCA-SVR model having the highest prediction accuracy. Overall, this study provides an
effective method for LIBS technology in element content prediction and demonstrates that
combining machine learning algorithms with LIBS can achieve high-precision detection
of steel element content. In the future, algorithms and methods can be further optimized
to improve model performance and prediction accuracy, such as combining deep learning
and other modern algorithms to improve model prediction accuracy and robustness. In
addition, more sample data can be used to optimize and improve the model, and more
efficient algorithms and tools can be developed to process large-scale data. At the same
time, more in-depth and systematic research and exploration can be conducted for specific
problems and fields, in line with practical application needs and research directions.
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