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Abstract. In the three-dimensional modeling technology, it is very difficult to draw all
plants accurately and carefully. The current level of computer software and hardware
is far from meeting the requirements. In addition, many application fields require real-
time rendering, so we must make the necessary balance between accuracy and complexity.
Therefore, in order to solve the above problems, a fast and realistic intelligent generation
method of plant landscaping based on deep learning is proposed. Firstly, Bezier para-
metric curves are used as vertex control curves to generate trunks, branches and leaves,
and various plant entities are generated by combining the diversity of geometric models
with the diversity of image textures. Then, based on the half-edge folding algorithm, the
low-precision three-dimensional geometric model is optimized by using the bidirectional
cyclic network auto-encoder, so as to improve the fidelity and reduce the computational
overhead. Finally, in the process of detail level drawing, a preprocessing selection stage
is added, and the appropriate parallax measurement coefficient is selected for the scene
area of each frame through the calculation of projection value. The experimental results
show that compared with other modeling methods, the proposed modeling method realizes
the rapid rendering of plants, and shows better performance in frame rate change and
execution time.
Keywords: Plant landscaping; Three-dimensional geometric model; Deep neural net-
work; Auto-encoder; LOD

1. Introduction. Modern urban landscapes have multiple functions such as ecological,
cultural and social services, therefore the simulation and drawing of natural landscapes
has always been an important part of modern urban landscape design. Plant landscape
simulation, on the other hand, is an important part of natural landscape simulation. In
the modern world of economic development and technological advancement, people are
more eager to embrace nature and thus improve their quality of life. Botanical landscapes
in urban centres help to relieve the stress and negative emotions of city dwellers from
their stressful jobs. The simulation and drawing of natural landscapes in modern urban
landscape design has always been a hot research topic in related fields [1,2]. With the
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rapid development of hardware technology and computer graphics, 3D scene modelling
technology has been widely used in animation, virtual reality, landscape design and many
other fields. The use of 3D scene modelling techniques to generate a variety of realistic
natural scenery has been a challenging topic in computer graphics [3,4].

The goal of nature landscaping is to use various algorithms of computer graphics to
construct and draw objects that exist in real nature [5], such as blue skies and white clouds,
mountains and rivers, flowers and trees. The quality of the drawing should be highly
realistic, so that the observer can feel ”immersive”. That is to say, when the observer
sees the images generated by these computers, it is like being in nature [6,7]. In this
way, graphics generation techniques for plant scenes can be used to create realistic virtual
environments. However, due to the complexity of plants, many problems arise when a
tree model is used in the computer to generate plant landscapes [8,9]. If the model has
too few parameters, it is insufficient to describe the morphological characteristics of the
plants. If the model has too many parameters, the generated plant scenery is very vague.
To date, computer construction and drawing of planted landscapes has mainly included
the following aspects [10,11]: 1) terrain construction and grid simplification techniques
[12]; 2) plant construction and drawing techniques [13]; 3) cloud construction and drawing
techniques [14]; and 4) rain, snow and water simulation and drawing techniques. This
paper examines mainly the generation of plant [15].

The study of plants in computer graphics has focused on modelling and drawing. How-
ever, due to the complexity of natural plants, constructing and drawing realistic plant
landscapes is difficult, especially as the amount of data required to model a 3D scene is
a key issue [16,17]. For example, the number of particles required for a single plant is
on the order of a million when modelling plant landscapes using particle systems. This
requires the algorithm to carefully allocate computer resources such as CPU, memory
and storage space, and to take steps to optimise the computation and output. Due to
the limitations of computer processing performance, real-time painting of images in 3D
scene modelling [18] requires an effective balance between realism and painting speed to
provide the best efficiency for the user given the available hardware [19,20]. Plant land-
scape tasks require the 3D scene to be refreshed at the same rate as the user’s viewpoint
changes. This requires an effective need to reduce the number of triangular facets without
reducing resolution. A refresh rate of at least 40 fps is generally required for the user to
have no perception of latency [21,22]. Currently, with the boom in urban planning and
design, virtual reality and game development, there is an increasing demand for the rapid
generation of large-scale realistic planted landscapes. However, there is relatively little
research on complex plant landscape at this stage.

The aim of this study is therefore to combine a number of optimisation techniques
for the rapid construction and drawing of complex plant landscapes, including Bezier
parametric curves, deep neural network and approximate selection of LOD models. On
this basis, modern urban landscape design can provide users with a real-time, realistic
experience of the natural ecosystem, so that the observer can feel ’immersive’.

1.1. Related Work. At this stage, there are three main optimisation methods for mod-
eling realistic plant landscapes [23,24]: 1) accelerated image-based drawing; 2) LOD
techniques; and 3) fractal methods. The fractal approach is a method that uses plant
morphological structure (structural self-similarity) to produce plant graphics. L-systems
can describe plant ground topology succinctly, but are more difficult to model complex
plant forms. The image-based drawing method can draw complex natural scenes with
very few polygon constructions. Peterson et al. [25] propose a rapid modelling method
based on SketchUp virtual scenes that can meet the needs of high volume scene modelling.
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Cubino et al. [26] propose a vectorised modelling method to reduce complexity and en-
hance realism by realistic drawing. The control of virtual objects is achieved through the
objectification of model imports. The final result is a good synthesis in terms of realism,
real time and controllability of the scene modelling.

In contrast to traditional geometric model-based methods, image-based drawing meth-
ods are independent of the complexity of the scene, which is particularly important in
building large-scale, highly complex and realistic natural scenes. Lin et al. [27] proposed
a quadratic error calculation method for edge-folded mesh simplification and used it to
simplify a 3D scene model. The results show that the algorithm can effectively reduce
the complexity of 3D models. Zhou et al. [28] proposed a Levels of Detail (LOD) model
simplification algorithm based on half-edge folding to rank the cost of half-edge folding by
introducing quadratic error calculation, curvature features and visual feature degrees, thus
effectively reducing the cumulative error of the model. Image-based drawing methods es-
sentially operate directly on the image. However, image-based drawing methods also have
certain limitations. Firstly, image-based drawing methods require a large computational
overhead, resulting in long model rendering times. Secondly, when using image-based
drawing methods for plant landscape, it is difficult to select the scene area for each frame
during the LOD drawing process, i.e. the computational complexity is high.

The three-dimensional geometric model based on plant parameterization has the prob-
lems of low data accuracy and mixed noise. In addition, the three-dimensional set model
based on half-edge folding algorithm has a low level of detail, and it needs to be optimized
to ensure realistic visual effects. Removing data noise and completing the missing key
node information in the data can make the three-dimensional geometric model obtain a
higher level of detail. Bidirectional Recurrent Network Auto-encoder (BRNA) is a neural
network model, which is used for unsupervised learning and feature extraction. It com-
bines the idea of auto-encoder and cyclic neural network, and performs well in time series
data processing and sequence generation tasks. The research results of Li et al. [29] show
that BRNA can learn more abundant representation forms and improve the performance
of 3D model and data processing effect.

1.2. Motivation and contribution. Based on the above research theories, this paper
investigates image-based drawing methods for the optimisation of complex plant land-
scapes. Most of the current algorithms have certain shortcomings in the generation of
complex natural landscapes, especially botanical landscapes. Based on the existing re-
search, this paper mainly studies the real-time of plant landscaping. Bezier parametric
curves are used as vertex control curves to generate tree trunks, branches and leaves, and
by combining the diversity of geometric models with the diversity of image textures, a
variety of plant entities are generated. Experimental results show that the proposed op-
timisation method is able to generate complex plant landscapes at a fast rendering speed
while maintaining image quality.

The main innovations and contributions of this paper include.
(1) In order to remove the data noise and complete the missing key node information in

the data, the 3D geometric model can obtain a higher level of detail. Based on the half-
edge folding algorithm, the parameters of complex 3D geometric model are optimized by
using bidirectional cyclic network auto-encoder, so as to improve the fidelity and reduce
the computational overhead. The bidirectional cyclic network auto-encoder is used to
make the optimized data output by the network have higher position accuracy.
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(2) A pre-processing stage for selecting the level of detail is added to the LOD drawing
process for plant landscape, and the projection values are calculated to select the appro-
priate level of detail parallax metric for each frame of the scene area, speeding up the
real-time calculation.

2. The proposed intelligent plant landscape generation method.

2.1. Demand analysis. The aim of 3D scene drawing technology in real time is to use
computer technology to give the user a sense of 3D vision when viewing a virtual scene
in all directions. In order to provide the user with the best possible sense of realism, the
technology needs to maximize the refresh rate of the image. If the refresh rate is below
40 fps, the user will see a frame-dropping phenomenon, which greatly affects the user’s
experience.

However, in the design of modern urban landscapes it is necessary to include a large
number of natural plant features in order to meet ecological requirements. These plant
landscapes require the processing of complex image data. Failure to significantly increase
the performance of hardware devices such as memory, CPUs and graphics cards can result
in significantly lower image refresh rates. However, a high enough image refresh rate must
be guaranteed to ensure that the scene display remains somewhat real-time. Otherwise,
the user experience in the system is significantly reduced and in severe cases can lead
to physiological discomfort such as ”vertigo” and ”nausea”. At this stage, the common
method for approximating object modelling is LOD, which can effectively improve the
refresh rate of 3D scenes [30,31]. The basic idea of LOD is to reduce the geometric
complexity of the scene by simplifying the surface details of the scene one by one without
affecting the quality of the image, thus improving the efficiency of the drawing algorithm.

2.2. Process design. In order to achieve the optimisation of complex plant landscape in
3D scenes, this paper had to meet the functional requirements described above. Firstly,
the terrain is constructed using the HeightMap generation method based on grey-scale
maps. Secondly, the terrain is used as the background to construct the types and dis-
tribution of plants in the plant scene according to the density distribution range and
plant characteristics input by the user. Finally, the process of generating natural plant
landscape using the proposed optimisation method is shown in Figure 1.

3. Plant parameterisation based on stochastic 3D L-systems.

3.1. Stochastic 3D L-system. The distinctive feature of the planted landscape is the
distribution of trees on the ground. Other plants are almost identical to trees in their gen-
eration methods. Therefore, in this paper, the generation of individual plants is mainly
based on trees. Based on the plant structure characteristics of the tree, the tree is divided
into two parts for simulation: the trunk and the leaves. In the process of generating trees
using the stochastic L system, Bezier curves are used as control curves for axial defor-
mation to construct the tree and the leaf surface. The texture image is then embedded
into the local coordinates of the Bezier curve and texture drawing is used to realise the
drawing of the tree body, resulting in a naturalistic and realistic tree and foliage.

The branching structure (tree structure) is the most critical step in the simulation of
plant morphological structures. The general plant meristematic structure can be gen-
erated using the iterative process of L-systems. However, as plant morphology is also
subject to many environmental factors, a stochastic parametric stochastic 3D L-system
model is used in this paper [32, 33].

G = ⟨V,w, P, π⟩ (1)



478 Y.-H. Zhao, Z. Tang and Z.-J. He

Terrain data
Density 

distribution

Plant 

characteristics

Convert density to location 

in the terrain
Natural simulation

Other scenes
Three-dimensional 

natural scene data

Model parameterization 

and

optimization on BRNA

Texture synthesis and scene 

rendering
Other scenes

Approximate selection 

LOD model

Plant landscape 

output

Figure 1. Process of natural plant landscape generation

where V is the basic set of characters with parameters, w is a constant, P is the set of
generative rules (the set of branching models) and π is a function.
A generative representation consists of a precursor, a condition and a successor. For

example, a generative representation with precursor A(t), condition t > 5 and successor
B(t+ 1)CD(t+ 2) is shown as follow:

A(t) : t > 5 → B(t+ 1)CD(t+ 2) (2)

A generating formula matches the parameterised characters in a branching pattern if it
satisfies the following conditions [34]: (1) the characters in the branching pattern and the
precursors of the generating formula are the same; (2) the number of actual parameters
in the branching pattern is equal to the number of parameters in the precursors of the
generating formula. The matching generating formula can be applied to the branching
pattern to create a new string using the successors in the generating formula. If there are
no matching generators in the set of generating formula P, the branching pattern remains
unchanged. The character set of the L-system includes symbols representing different
curved surfaces.

3.2. Construction methods based on Bezier parameter curves. Axial Deforma-
tion (AxDf) is a method for controlling the free deformation of an object by a parametric
curve [35]. In the AxDf method, the user first defines a parametric curve. This parametric
curve can be located either inside or outside the object. The points on the object are
embedded in the local coordinate system of the corresponding points on the parametric
curve according to the rule of nearest points. When the user edits the control curve, the
object is deformed accordingly. In this paper, the Bezier parametric curve is used as the
deformation control curve. The curve is first adaptively dissected according to the change
in curve tangency and a minimum rotation Frenet frame is created at the discrete points.
The object to be deformed is then embedded in these local coordinate systems.

The curvature of the Bezier parameter curve and the Frenet frame are shown in Figure
2. The position of the point P on the curve can be obtained from its parameter t.

p = At3 +Bt2 + Ct+D (3)
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Figure 2. Example of a Bezier parameter curve

The Frenet frame consists of a unit tangent vector T , a central axis principal normal
vector N and a secondary normal vector B [36]. The unit velocity vector V is calculated
as shown as follow:

V = 3At2 + 2Bt+ C (4)

Although the tangent vector T was used in the calculation of the new frame, only three
variables were used in converting a cross section to coordinates, as shown in Figure 3.
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Figure 3. Transformation of the cross-section

Traditional methods tend to use the following three approaches to generate geometric
depictions of tree branches, as in Figure 4: one, simply stacking two column faces together;
second, shrinking the child branches and joining them to the parent; and third, embedding
the child branches into the parent at the joints.The trees produced by these three methods
are often prone to continuity problems at the joint, which is very abrupt visually.In order
to achieve natural branch connections, this paper uses Bezier parameter curves to control
the branching trend.
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(a) Stacked branches (b) Linked branche (c) Dominating branches

Figure 4. Branch geometry

In order to be able to display the generated trees correctly on the computer, a reference
plane needs to be selected to realise the projection of the scene. In 3D modelling, the
position of each vertex is associated with a reference coordinate system [37-38]. This
reference system is called the object coordinates. In 3D rendering, the object coordinates
are related to the position and orientation of the camera.

f(P̄ ) = M · P̄ (5)

where P̄ is a vertex and M is the model viewpoint matrix.

3.3. Texture drawing of foliar textures to parametric curves. The leaves of plants
are difficult to represent as polygons due to their varied morphology. Therefore, in this
paper, the midvein of a leaf is used as the axis to fit the flat texture image of the leaf.
Firstly, the midvein of the leaf is expressed as a Bezier parametric curve and deformed
spatially. The texture image is then embedded in the local frame of the deformed leaf
vein curve to create a realistic leaf. The leaves are drawn using OpenGL’s alpha checks.

4. Optimization of 3D geometric model based on bidirectional cyclic network
auto-encoder.

4.1. Model representation analysis. At present, there are two broad types of repre-
sentation for 3D geometric models: (1) surface representation and (2) body representation,
both of which have certain advantages and disadvantages. The body representation shows
the full range of surface and internal properties of the object, but takes up more storage
space and is therefore more expensive to compute. The surface representation only shows
the surface properties of the model, which takes up much less space. This is why surface
representation has become a popular method of representing 3D geometric models at this
stage.

Among the faceted representations, the triangular mesh in computer graphics is one of
the most commonly used representations and can directly represent most complex mesh
models. Therefore, in this paper, triangular meshes are chosen as the research content



Intelligent Generation of Plant Landscaping on BRNA 481

to achieve model representation and optimisation. Taking the triangular mesh model
as an example, the schematic representation of the mesh model is shown in Figure 5.
v1, v2, ..., v6 denotes each topological vertex which containing spatial coordinate informa-
tion. f1, f2, ..., f6 denotes the number of the triangle.

V1

V2

V3

V4

V5
V6

f2
f1

f3

f4

f5

Figure 5. Schematic representation of the grid model

4.2. Half-folding operation. A widely used algorithm for simplifying 3D models, the
essence of the edge folding algorithm is to delete an edge of a triangle. Performing a single
fold operation on an edge achieves the merging of two vertices, thereby eliminating two
triangles, as shown in Figure 6.

Figure 6. Edge folding operation

The edge folding algorithm based on a quadratic error metric requires less memory
and is faster to compute. If any two vertices in the 3D model (pi, pj) satisfy any of the
following conditions: (1) (p1, p2) is an edge; (2) ∥p1, p2∥ < t, t represents a threshold
value, then (p1, p2) is a valid edge. We need to calculate the error metric from a vertex q
to a plane in the vicinity of a valid edge (pi, pj) on the 3D model.
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∆(q) =
∑

l∈l(i,j)

(lT q)2 (6)

where l(i, j) denotes the set of triangular planes connected to the valid side (pi, pj).
a, b, c, d is the coefficient.

The smaller the value of ∆(q), the closer the vertex q is to a nearby plane.

∆(q) =
∑

l∈l(i,j)

(lT q)
2
= qT

 ∑
l∈l(i,j)

Kl

 q (7)

M =
∑

l∈l(i,j)

Kl =
∑

l∈l(i,j)


a2 ab ac ad
ab b2 bc bd
ac bc c2 cd
ad bd cd d2

 =


m11 m12 m13 m14

m12 m21 m23 m24

m13 m23 m33 m34

m14 m24 m34 m44

 (8)

whereM is the error matrix for edge folding. The partial derivative of ∆(q) is calculated
according to the least squares method.

m11 m12 m13 m14

m12 m21 m23 m24

m13 m23 m33 m34

0 0 0 1

 q =


0
0
0
1

 (9)

The coordinates of the new vertex q are obtained by computing a unique solution to
the above equation. If there is no unique solution, otherwise the midpoint of the valid
edge (pi, pj) is chosen as the new vertex generated by the edge folding algorithm.

The above analysis shows that performing model simplification using the traditional
edge folding algorithm may result in multiple LOD models with consecutive transitions,
which can affect the speed of model simplification. Therefore, in this paper, half-edge
folding is used to reduce the complexity of the simplified model. The edge folding algo-
rithm obtains the new vertex coordinates by a weighted average of the original vertices.
However, the half-edge folding algorithm does not require this weighted averaging process
and only samples the original vertices, thus reducing the computational overhead and
the amount of memory occupied. The half-folding algorithm can be used to improve the
rendering speed of the plant landscape model.

The cost function in the half-folding algorithm is calculated as shown as follow.

ct(eij) =
∑

t∈(Tvi−Teij )

pt × IMpvi (10)

where Tvi −Teij is the set of triangles containing vi. IMpvi denotes the visual importance
of the vertex vi.

IMpvi = 1 = ∥kvi∥ (11)

where kvi is the visual feature factor.
In addition, this paper introduces a threshold value for the half-folding cost function.

ct(eij) =
∑

t∈(Tvi−Teij )

pt × IMpvi + ϕvi (12)

Using this threshold adjustment function, the accumulation of errors can be reduced,
thus maintaining the important visual features of the model and avoiding a degraded user
experience.
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4.3. Model optimization based on BRNA. The structure of BRNA includes two
parts: encoder and decoder, as shown in Figure 7. The encoder transforms the input
sequence into a hidden state with a fixed dimension, while the decoder remaps the hidden
state into a sequence that matches the original input.
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Figure 7. Structure of bidirectional cyclic network auto-encoder

In the training process, the encoder captures the key information of the input sequence
by compressing it into a low-dimensional hidden representation. The decoder helps the
model to learn the feature representation and generation ability of the input sequence
by recovering the reconstruction of the input sequence from the hidden state. Different
from the traditional auto-encoder, the bidirectional cyclic network auto-encoder also in-
troduces cyclic connection, which enables the model to model the time series relationship
of sequence data.

Encoder Er consists of two fully connected layers and a bi-directional long-term and
short-term memory network Bi-LSTM. The structure of decoder Dr is symmetrical with
that of encoder Er. The function of the encoder is to map the input data to the hidden
variable space, and the function of the decoder is to map the hidden variable space data
back to the motion sequence. Encoder and decoder can be shown as follow:

Er(XN) = BiLSTMe(FCe2(FCe1(XN))) (13)

Dr(Hr) = BiLSTMd(FCd2(FCd1(Hr))) (14)

where XN represents the input noise data, Hr represents the hidden variable, and FC
represents the fully connected layer.

The data in the training process is the coordinate data of the middle node of the three-
dimensional geometric model. The mean square error is used to calculate the minimum
Euclidean distance of data before and after optimization. Therefore, the node position
loss function of the three-dimensional geometric model is:

Lposition =
1

f × d
∥Y −Xc∥2 (15)

where f represents the number of frames in the input sequence and d represents the
dimension of the data.
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The inter-frame smoothness constraint is used to ensure the coordinates of the optimized
three-dimensional geometric model are more stable.

O =


−1 1 0
1 −2 1

. . .
1 −2 1

1 −1


(j+2)×(j+2)

(16)

5. Approximate choice of LOD model. Often, the number of leaves on trees is very
large. In order to increase the drawing speed of plant landscape, the LOD technique can
be used for foliage that is far from the viewpoint and requires low detail [39-40]. The
LOD technique is widely used in dynamic scenes due to its ability to greatly increase
the speed of real-time drawing. The LOD technique reduces the geometric complexity of
the scene by simplifying the surface details of the scene one by one without affecting the
visual effect of the scene, thus increasing the efficiency of the drawing algorithm. the LOD
technique can create several geometric models with different degrees of approximation for
the original polyhedral model. Each model retains a certain level of detail compared to
the original model. When the object is viewed from close up, a fine model can be used.
When the object is viewed from a distance, a coarser model is used. The speed of image
generation using LOD technology can be increased significantly.

However, when the point of view changes continuously, a noticeable dithering occurs
between two different levels of the model. It is therefore necessary to create smooth visual
transitions, i.e. geometric transitions, between models at adjacent levels. A suitable LOD
model is generally selected according to the distance from the viewpoint to the centre of
the scene area d. However, a transition from one LOD to another based solely on the
distance from d can easily cause large deformations in the mesh model of the geometric
scene, resulting in very violent jitter. This jitter will now significantly reduce the user
experience in the system and in severe cases can lead to physical discomfort such as
’dizziness’ and ’nausea’.

Instead of using the most compact LOD model, this paper uses an approximate selection
of results, thus taking full advantage of the GPU’s on-graphics processing power. The
projection of the height difference µi on the screen ϵi is shown in Figure 8.

Figure 8. Principle of calculation of projection values
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The distance d is calculated as shown as follow:

d =
(C − V ) ·D

|D|
(17)

where V is the viewpoint, D is the viewing direction and the centre point of the scene
area block is C.
The projection value ϵi on the screen is calculated as shown as follow.

ϵi =
H · µi

2d · tan( θ
2
)

(18)

where H is the viewpoint height and µi is the height difference.
In the pre-processing phase of LOD selection for complex scenes, the projection values

are calculated to select the appropriate LOD parallax metric for each frame of the scene
area at δi, thus speeding up the calculation. Set λ as a threshold value (generally 4 pixels).
If ϵi is greater than λ, this will cause significant visual errors. Switching scenes at this
point will cause perceptible jitter to the human eye, so ϵi must be less than λ.

δi =
H · µi

2λ · tan( θ
2
)

(19)

The most important issue when drawing LOD models is how to set a criterion that
allows the system to automatically select the appropriate level of detail [41]. Existing
criteria mainly consider the maintenance of a stable frame rate. However, the criteria for
visual equivalence are not the same in many scenes. Therefore, this paper uses the pro-
jected area of sampled points on the screen as a criterion for visual equivalence to ensure
smooth transitions between adjacent layers. A sampled point on any layer represents a
piece of sampled area. The area of the sampling point Area orgin is determined when the
LOD is created.

Area orgin <= Areaorgin ·
(
znear ·max(vw, vh)

z

)2

(20)

where vw and vh are the horizontal and vertical resolution of the screen respectively, znear
is the distance between the viewpoint and the plane, and z is the depth of the sampled
point in space.

In the approximate choice of LOD model, each point is a circle from the normal direc-
tion. Each point can therefore be represented by the position vector, the normal vector
and the radius of the point. To speed up the drawing, each point is given a new colour
vector as a scattering property of the light. As there is no need to store any topologi-
cal information between points in the model, the amount of storage is greatly reduced.
Scenes can be drawn using points provided that the surface of the object is sampled at
a sufficient density. This condition is such that the shape of each polygon is negligible
when projecting the points onto the image plane.

In order to ensure that the visual quality of a planted landscape display is not con-
strained by the line of sight, polygons must be made to produce a crossover effect. The
results of several experimental tests have shown that a better effect can be created by
using a star structure. Figure 9 gives two possible variants, which consist of three inter-
secting squares. To obtain a suitable illumination, the normal direction of all the vertices
can be made parallel to the perpendiculars of the polygon.
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(a) Variant 1 (b) Variant 2

Figure 9. Leaf model

Setting these individuals in a large area using the alpha blending method results in a
natural and lush image of the leaves or grass. As the Bezier curve can be determined by
the position and tangent vector of the endpoints, for leaf textures, different control points
can be created at the two endpoints based on the midvein of each leaf as the axis. This
method enables the leaf textures in the initial plane to produce their own surface space,
resulting in a three-dimensional effect with different curves.

6. Experiments and analysis of results.

6.1. Performance evaluation of outputs. In order to verify the effectiveness of the
proposed rapid planting method, a set of plant scenes from modern urban landscape
design is drawn in this paper. The experimental hardware was a Dell T5820 graphics
workstation with a W-2255 CPU (3.7 GHz), 256G RAM, 4T hard drive and RTX4000-8G
graphics card. The software platform is MS Visual C++ 2003.NET and Open GL2.0.

The output of the plant landscape drawing is shown in Figure 10. Firstly, before the
half-folding algorithm and approximate selection of the LOD model is used, the system
output was OUTPUT A. In OUTPUT A, the scene output was often jittery due to
changes in viewpoint complexity when the wind blew the leaves or when roaming through
the scene.

When the output accuracy is set to the maximum, the jitter is more pronounced and
the user is prone to physiological discomfort such as ”dizziness” and ”nausea”. This is
because traditional LOD techniques can only set a low loss threshold in order to maintain
a high image quality. However, lower loss thresholds result in a significant jitter between
two models with different levels when the viewpoint changes continuously, which can
seriously affect the speed of image generation. In this case, the plant landscape can only
be output in a low precision mode in order to ensure smoothness. The performance of
OUTPUT A is shown in Table 1.

Then, after using the proposed method, the system output is OUTPUT B. As can be
seen from the drawing results of the OUTPUT B, the single tree models were generated
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Figure 10. Output of the plant landscape drawing

Table 1. Performance of OUTPUT A

The quality of
the picture

Average frame
rate (fps)

Visual Effects

High precision 15.9682 Occasional flicker
Medium precision 21.4667 More stable
Low precision 44.4851 Good stability

in less than 10 ms. The local close-ups of the tree trunk sections show more detail due
to the relatively close view. the performance of OUTPUT B is shown in Table 2. The
average frame rate of the system output exceeded 40 fps for all three accuracy settings,
resulting in a smooth and intuitive visual experience.

Table 2. Performance of OUTPUT B

The quality of
the picture

Average frame
rate (fps)

Visual Effects

High precision 43.3649 Good stability
Medium precision 48.3306 Good stability
Low accuracy 56.2197 Very smooth

6.2. Performance evaluation of different algorithms. The average frame rate vari-
ation curves for the proposed method and the SR-LOD method [42] are given in Figure 11
when the user is roaming through a modern urban landscape (containing a large number
of planted landscapes). A comparison of the number of triangles produced by the two
methods is given in Figure 12.

It can be seen that the proposed method is able to maintain a high average frame
rate at all times, ensuring real-time performance and user experience when drawing and
interacting with the scene. The number of triangles generated by the proposed method
increases due to the use of half-folding, i.e. the time complexity increases. However, due to
the improved pre-processing mechanism for LOD model selection, the total computation
time is less than that of the SR-LOD method. In other words, the proposed method is
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able to achieve the drawing of complex plant landscapes relatively quickly, as shown in
Table 3.
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Table 3. Execution time comparison

SR-LOD(s) Ours(s)
Initial time 6.046 4.892
Simplify time 25.816 26.253
Total time 31.862 31.145

7. Conclusion. In order to realize the rapid construction and drawing of complex plant
landscaping while maintaining the picture quality, a rapid plant landscaping generation
method is proposed. The optimization is mainly carried out from two aspects, includ-
ing three-dimensional geometric model optimization and approximate selection of LOD
model. In this paper, based on the half-edge folding algorithm, the parameters of the
low-precision three-dimensional geometric model are optimized by using the bidirectional
cyclic network auto-encoder, so as to improve the fidelity and reduce the computational
overhead. By defining the node position loss function of the three-dimensional geometric
model, the smooth transition between adjacent layers is ensured. Instead of using the
simplest LOD model, approximate selection results are used, thus giving full play to the
graphics processing ability of GPU. In order to ensure that the visual quality displayed in
plant landscaping is not restricted by the line of sight, a star structure is used to produce
a cross effect. The experimental results show that the average frame rate of the out-
put of the proposed method exceeds 40 fps, thus obtaining a smooth visual experience.
Compared with other similar methods, the proposed method can realize the drawing of
complex plant landscaping relatively quickly.
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