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Abstract. The previous adversarial training models failed to pay attention to the in-
fluence of the changing gradient of the loss function in the current training on the model.
The perturbation injected into the model is only processed by standardization and con-
straints. This paper proposes a two-way encoding of a converter based on a fast gradient
descent of a constraint strategy. The device characterizes the technical model and applies
it to sentiment analysis tasks. The model can adapt to gradient changes, and can improve
the model’s convergence ability in the early stage of training. In the later stage of train-
ing, the perturbation can be appropriately increased according to the gradient to improve
the robustness of the model. The experimental results show that even in the expectations
of different languages, the classification accuracy of the model is significantly improved
compared with the previous transfer learning models and adversarial training.
Keywords: Gradient constraint; Adversarial training; Pre-training model; Sentiment
analysis

1. Introduction. Sentiment analysis refers to the automated analysis of text content
by extracting users’ evaluations and opinions towards a specific object. It is a kind of
text classification problems, which can be addressed through traditional machine learning
methods such as Support Vector Machines [1], Naive Bayes [2], Maximum Entropy [3],
and K-Nearest Neighbor algorithms [4]. Traditional approaches mainly involve manual
annotation of a part of the text data as a training set, followed by the manual extraction
of text features and training of a machine learning classification model. The model is then
used to predict the classification of unlabeled data and output the final predicted classifi-
cation results. Traditional text classification methods are based on machine learning, and
have achieved considerable success. However, they rely heavily on complex manual rules
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for text feature engineering, and the appropriateness of feature engineering strategies can
greatly affect the effectiveness of sentiment classification.

In recent years, Deep Learning has achieved remarkable results in the field of Natural
Language Processing (NLP), and has become a current research hotspot [5]. Word2Vec
[6] is currently widely used for training word vectors in NLP. In 2014, Pennington et al.
[7] proposed the Glove model, which improves the training speed and model stability of
word vectors on large corpus datasets and has since been widely applied. Through deep
learning-based training of corpus data, word vectors can be pre-trained to form a pre-
trained model. Therefore, a pre-trained model is a neural network architecture trained
on a large amount of data sets and can be used for downstream task implementation.
Pre-trained models generally outperform traditional neural networks in many NLP tasks.
Through further in-depth research on pre-trained models, rich pre-trained models such as
ELMo [8], Transformer [9], and Bidirectional Encoder Representations from Transform-
ers (BERT) [10] have been successively proposed, among which BERT is currently the
most widely used pre-trained model. At the same time, adversarial training has received
widespread attention as a means to enhance model robustness. Currently, adversarial
learning generally has two meanings in deep learning: one is Generative Adversarial Net-
works (GAN) [11], representing a large class of advanced generative models; the other
is the field related to adversarial attacks and adversarial samples, which is related to
GAN, but is quite different, and mainly concerned with the robustness of models under
small perturbations. In previous studies, researchers found that Neural Networks can be
easily deceived by samples with slight perturbations. Szegedy et al. [12] proposed the
concept of adversarial samples by intentionally adding imperceptible perturbations to the
input samples, which cause the model to give an incorrect output with high confidence.
Goodfellow et al. [13] proposed a Fast Gradient Sign Method (FGSM) to reduce the
disturbance caused by extreme non-linearity of deep neural networks. Their model design
uses non-linear effects to iteratively resist adversarial perturbations and improve model
performance. Madry et al. [14] proposed a Projected Gradient Descent (PGD) method to
resist adversarial attacks, which proposed a Min-Max optimization objective to enhance
model robustness. Miyato et al. [15] introduced adversarial and virtual adversarial train-
ing into text classification, applied perturbations to word vectors instead of the original
input, and improved the model’s classification ability through regularization. Goodfellow
et al. [16] proposed a more concise and effective Fast Gradient Method (FGM) to increase
the model’s loss value and make it capable of handling slight perturbations. Dong et al.
[17] combined the BERT model with adversarial training, which improved the model’s
score and was applied to named entity recognition tasks. Zhao et al. [18] proposed a
mixed regularization adversarial training method for multi-level attacks to improve the
model’s inherent robustness, achieving good results in text classification tasks. Tariq A et
al. [19] use Adversarial Training as a means of regularization for fake news classification.
We train two transformed-based encoder models using adversarial examples that help the
model learn noise invariant representations. Wang et al. [20] proposed dual adversar-
ial networks that utilizes a domain-knowledge generator during adversarial training to
produce domain-specific knowledge, and a domain discriminator to recognize the domain
label of the produced knowledge. To address these issues, this paper proposes an adver-
sarial training method with a gradient-constrained strategy (GCFGM). This method can
incorporate gradients into perturbations, so that when the model is far from the optimal
point, it can reduce the perturbation and help the model converge faster, while increasing
the perturbation when the model is close to the optimal point. And it is combined with a
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pre-trained model to propose a pre-trained model based on the gradient-constrained strat-
egy (BERT-GCFGM), which avoids the above shortcomings and improves the accuracy
of model classification.

2. The Related Work.

2.1. Transformer. The encoder part of the Transformer model includes two submodules:
a self-attention layer that uses multi-head attention and a fully connected feed-forward
neural network, both of which perform data normalization operations. Each submodule
in the model uses residual connections to address the problem of neural network degra-
dation. Based on the Seq2Seq structure, the Transformer model changes the traditional
Encoder-Decoder architecture, which relies on the RNN pattern, and is built solely using
attention mechanisms and fully connected neural networks. The input data is processed
through word embedding and position encoding, allowing the model to learn the posi-
tional relationship of the text sequence, and then learns the relationship between words
in the text sequence through the multi-head attention mechanism. The structure of the
Transformer model is shown in Figure 1.

Figure 1. Transformer Model

The dashed arrow in the figure represents the residual connection, which is used to
solve the difficulty of training deep neural networks. By passing the information from
the previous layer to the next layer without any difference, the model can effectively
focus only on the differential part. The calculation formulas for attention are shown in
Equations (1) and (2), where Q, K, and V are initialized randomly and continuously
updated through training, and they are the inputs to the attention layer. The multi-head
attention mechanism combines multiple self-attention mechanisms, allowing the model
to learn different aspects of the content through different heads, and giving the model
greater capacity. It can help the model scale and avoid the softmax result being either 0
or 1. The matrix W 0 is also randomly initialized, and the attention matrices learned by
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each head are concatenated.

Ȧttention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

MutiHead(Q,K, V ) = Concat(head1, . . . , headh)W
0 (2)

2.2. Bert Model. Traditional word embedding tools like Word2Vec are based on shallow
neural network models to provide word embeddings as features. In contrast, the BERT
model can be integrated into downstream tasks and adjusted for specific task systems.
BERT is based on a bidirectional Transformer model, primarily using the Encoder module
for computation, as shown in Figure 2. It uses a masked language model (MLM) for
modeling, allowing the output sequence to more comprehensively learn text information
in different directions and provide better initial parameters for subsequent fine-tuning.

Figure 2. BERT model Structure Diagram

3. An Adversarial Training Model Based on Gradient Constraint Strategy
(BERT-GCFGM). This paper proposes a transfer learning model based on a gradient-
constrained strategy and a fast gradient descent algorithm. As shown in Figure 4, the
BERT-GCFGM model adds perturbation r to the original model parameters to enhance
the model’s robustness when approaching the optimal solution, and reduce perturbation to
help the model converge quickly when far from the optimal solution, ultimately improving
the model’s classification accuracy.

3.1. The Input of the model. First, stop words and special meaningless symbols are
removed from the Chinese text data, and then a word dictionary is constructed by selecting
the most common misspelled words in the field of sentiment analysis to perform misspelling
replacement on the text sequence. For English text data, special meaningless symbols
are removed and the text is converted to lowercase. Each input of the BERT model
is a sum of token embeddings, segment embeddings, and position embeddings. Token
embeddings are randomly initialized and their values are automatically learned during
model training. They are used to capture the global semantic information of the text and
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are fused with the semantic information of single-word words. Segment embeddings are
used to differentiate the context in which words appear. Position embeddings are added
to distinguish between the semantic information carried by words appearing in different
positions in the text (e.g., “I love you” vs. “You love me”). Therefore, the BERT model
attaches a different vector to words in different positions to distinguish them, and the
input format is shown in Figure 3.

Figure 3. The input of the Model

Figure 4. The Model of BERT-GCFGM

3.2. Gradient-Constrained Adversarial Training.

3.2.1. Min-Max Optimization Objective. In this paper, Min-Max is used as the
objective function, as shown in Equation 3.

min
θ

E(x,y)∼D[max
∆x∈Ω

L(x+∆x, y; θ)] (3)

The objective is to maximize the internal loss function and minimize the external em-
pirical risk. D represents the training set, x represents the original input, θ represents
the model parameters, and L(x, y; θ) represents the loss value of a single sample, as
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shown in Equation (4). ∆x represents the adversarial perturbation and Ω represents the
perturbation space.

logL(x+∆x, y; θ) (4)

Injecting ∆x into the original input x is to make L(x, y; θ) as large as possible, causing
the existing model to make incorrect predictions. ∆x satisfies the constraint ∥∆x∥ ≤ ε,
where ε is a constant. After constructing an adversarial sample x + ∆x for each sample,
(x + ∆x, y) is used as the data to minimize the loss value and update the parameter θ.
This process is repeated to obtain the maximum perturbation and minimum gradient.

3.2.2. The Fast Gradient Descent Algorithm Based on Gradient Constraint
Strategy. Since the Min-Max optimization objective requires increasing the value of
L(x, y; θ), a gradient ascent method can be used to increase the loss value of the objective
function. Therefore, ∆x is taken as shown in Equation (5).

∆x = ε∇xL(x, y; θ) (5)

To prevent ∆x from becoming too large, it is usually normalized by applying Equation
(6) to the text.

∆x = ε
∇xL(x, y; θ)

∥∇xL(x, y; θ)∥
(6)

To incorporate the gradient factor into the perturbation, this paper proposes an opti-
mization objective as shown in Equation (7).

∆x = ε(1− sigmoid(∇xL(x, y; θ)))
∇xL(x, y; θ)

∥∇xL(x, y; θ)∥
(7)

This objective function increases the perturbation when approaching the optimal so-
lution and reduces it when far from the optimal solution to achieve rapid convergence.
Finally, after simplification, Equation (8) is obtained.

min
θ

E(x,y)∼D[L(x+∆x, y; θ)] (8)

4. Experimental Results and Analysis. Three experimental methods were mainly
used in this study: (1) Comparative experiments were conducted between the BERT word
vector model and three other different word vector models, Word2Vec, Glove, and ELMo,
to verify the superiority of the BERT word vector model. (2) Comparative experiments
were conducted between the BERT-GCFGM model and other deep learning models for
sentiment classification to verify the effectiveness of the proposed model in improving the
efficiency of sentiment classification.

4.1. Experimental Settings.

4.1.1. Experimental Environment. The experimental environment in this study is as
follows: Windows 10 operating system, Intel Core i5-8300H CPU, GeForce GTX 1060
6GB GPU, DDR4 16GB memory, TensorFlow 2.2.0-GPU development environment, and
JetBrains Pycharm development tool.
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4.1.2. Experimental Data. Two languages, Chinese and English, were used in the ex-
periment, with each language including a binary classification data and a three-classification
data. The training set and test set were independent datasets to ensure the effectiveness
of the proposed method. For the Chinese text data, stop words and special meaningless
symbols were removed, and a dictionary was constructed to replace commonly misspelled
words in sentiment analysis. For the English text data, special meaningless symbols were
removed and the text was converted to lowercase. The Chinese experimental data used the
open-source data from Data Fountain, including the O2O food-related comments (abbre-
viated as O20) and public sentiment data during the epidemic (abbreviated as Cov19).
The English experimental data included SST-2 and Twitter airline comment data, as
shown in Table 1. “CN” represents Chinese text data, and “EN” represents English text
data.

Table 1. The Statistical Results of Experimental Data

Language DataSets Positive Sentence Negative Sentence Neutral Sentence

CN

O2O-Train 6793 2417 0

O2O-Test 1698 604 0

Cov19-Train 20313 13521 46095

Cov19-Test 5079 3381 11524

EN

SST2-Train 2788 2688 0

SST2-Test 722 622 0

Twitter-Train 1883 2465 7335

Twitter-Test 471 617 1834

4.1.3. Evaluation Metrics. The evaluation metrics used in this study are precision,
recall, and F1-score. Precision refers to the proportion of correctly predicted positive
samples among all samples predicted as positive, while recall represents the proportion
of correctly predicted positive samples among all positive samples. F1-score, a compre-
hensive measure of precision and recall, is used as one of the evaluation metrics for the
model’s classification results, as shown in Equations (9) to (11):

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1 =
2PR

P +R
(11)

In this context, TP (True Positive) refers to the number of positive samples that are
correctly classified as positive, FP (False Positive) refers to the number of negative sam-
ples that are incorrectly classified as positive, and FN (False Negative) refers to the
number of positive samples that are incorrectly classified as negative.

4.1.4. Model Parameter Settings. Since the selection of model parameters can have a
significant impact on the results, the experiment used the method of controlling variables.
The BiLSTM hidden layer nodes were set to 64, 128, and 256, the Adam optimizer
was used to optimize the function, and the convolutional layer padding mode was set to
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“same”. The BERT model was selected using a mixed-language model to ensure the initial
weights of the model were the same. Through multiple comparative experiments, it was
found that the BERT-GCFGM classification model performed best when the parameters
shown in Table 2 were used.

Table 2. Model Parameter Settings

Parameters Value

BERT Model Multilingual Cased

Optimizer Adam

ε Disturbance 0.6

Learning Rate 2e-5

Batch size 16

Dropout 0.3

4.2. Word Embedding Model Comparison Experiment.

4.2.1. Experiment Content and Method. In this section, we compare four different
word embedding models, Word2Vec, Glove, ELMo, and BERT, for sentiment classification
on four datasets. The purpose is to verify the rationale behind selecting the BERT model.
The experimental results are shown in Table 3.

Table 3. Comparison Results Based on Different Word Embedding Models

DataSets Models P/% R/% F/%

CN-o2o

Word2Vec-GCFGM 92.83 82.55 87.18

Glove-GCFGM 91.17 86.58 88.04

ELMo-GCFGM 92.04 87.49 89.70

BERT-GCFGM 94.17 97.33 95.16

CN-Cov19

Word2Vec-GCFGM 75.90 75.58 76.75

Glove-GCFGM 77.92 77.21 78.44

ELMo-GCFGM 84.94 85.64 84.33

BERT-GCFGM 86.46 86.03 86.17

EN-SST2

Word2Vec-GCFGM 79.11 78.05 79.39

Glove-GCFGM 79.28 77.78 80.17

ELMo-GCFGM 87.72 83.89 84.96

BERT-GCFGM 89.83 83.92 86.77

EN-Twitter

Word2Vec-GCFGM 77.89 77.21 78.44

Glove-GCFGM 79.36 77.35 79.15

ELMo-GCFGM 86.67 79.32 82.21

BERT-GCFGM 84.94 85.64 84.33
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4.2.2. Experimental Results and Analysis. As shown in Table 3, the Glove-GCFGM
model performs better than Word2Vec-GCFGM because Glove utilizes co-occurrence in-
formation through matrix factorization, enabling it to learn global information while also
focusing on context, thereby enhancing its semantic representation capabilities. ELMo
and BERT can both dynamically represent word vectors and fine-tune their semantic rep-
resentation capabilities based on downstream tasks, helping models learn domain-specific
knowledge and improve the efficiency of identifying polysemous words. Additionally, the
generated word vector features are more abundant, resulting in significant improvements
in model scores. Further analysis of Table 3 indicates that compared to the Word2Vec
model, ELMo achieved an average increase of 4.16%, 4.84%, and 4.50% in precision, re-
call, and F1-score, respectively, on the four datasets. Unlike ELMo, which uses LSTM for
word vector feature extraction, BERT employs a more powerful Transformer encoder for
sentiment representation, resulting in further improvements in feature extraction capabil-
ities. Compared to the ELMo model, the BERT model achieved an increase in F1-score
of 2.54%, 1.92%, and 2.22% on the four datasets, and all models using BERT as the word
vector tool obtained the highest F1-scores.

4.3. Comparison Experiment of Classification Models.

4.3.1. Experiment Design and Method. To validate the effectiveness of the proposed
BERT-GCFGM model, this section compares it with three typical neural network models
and three recently proposed deep learning models based on BERT on four datasets. The
seven experimental models are described below: CNN. A convolutional neural network
model proposed in reference [21,22]. It uses independent sentences as the input of the
network model, ignoring the temporal sequence of the text and long-distance dependencies
between sentences. It is a basic convolutional network model. BiLSTM. A BiLSTM model
proposed in reference [23]. This model can process time series, but it does not perform
feature extraction on the input text sequence. Marginal information may interfere with
the model’s classification results, making it difficult to effectively identify the sentiment
polarity of the sentence. BERT. A pre-training model based on transfer learning proposed
in reference [10]. It uses the Encoder module of Transformer to construct the model,
and combines multi-head attention mechanism and feed-forward neural network to learn
input information. Compared with traditional neural networks, it has made significant
breakthroughs. BERT-PGD. A PGD algorithm proposed in reference [14]. It uses the
Min-Max optimization objective and maximizes the loss value through multiple iterations.
If the model norm exceeds a certain value, it will be scaled down. This greatly improves
the robustness of the model. BERT-FGM. An FGM algorithm proposed in reference
[16]. It prevents excessive perturbation by normalizing gradients and effectively enhances
the robustness of the model. BERT-GCFGM. The proposed model combines gradient-
constrained adversarial training with BERT. The current gradient factor is added to the
perturbation, which helps the model converge quickly in the early stage of training and
can increase the perturbation to improve the robustness of the model in the later stage.
It has shown significant improvements on all four different datasets.

4.3.2. Experimental Results and Analysis. Table 4 shows the results of different
models on four datasets, where P , R, and F represent precision, recall, and F1 score,
respectively.

According to the experimental results shown in Table 5, the classification performance
of the BERT model based on the transfer learning idea is far superior to that of tradi-
tional neural network models. The average F1 scores of CNN and BiLSTM on the four
datasets are only 76.76% and 78.31%, respectively, while the BERT model, compared with
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Table 4. Results of different models on four data sets

Models Index
Data Set

CN EN
o2o Cov19 SST2 Twitter

CNN
P/% 86.67 72.99 78.65 74.33

R/% 79.32 67.87 77.94 75.58

F/% 82.21 70.40 78.29 76.14

BiLSTM
P/% 92.83 74.93 79.86 77.41

R/% 82.55 65.45 79.44 77.29

F/% 87.18 69.86 79.64 78.38

BERT
P/% 92.04 83.80 83.81 82.18

R/% 93.19 80.73 84.27 80.94

F/% 92.61 82.75 82.74 81.66

BERT-PGD
P/% 92.77 84.59 83.32 83.31

R/% 94.46 83.94 84.88 82.17

F/% 93.60 84.26 84.09 82.73

BERT-FGM
P/% 93.06 85.61 84.73 82.12

R/% 95.33 82.01 84.60 82.52

F/% 94.18 83.77 84.66 82.32

BERT-GCFGM
P/% 94.17 86.46 85.75 84.90

R/% 97.33 86.03 88.64 83.64

F/% 95.16 86.17 86.58 84.25

*Note: P, R and F represent accuracy rate, recall rate and F1

Figure 5. The convergence of models under different disturbance coefficients
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traditional neural networks, has an overall improvement of 7.86% and 5.88% in terms of
average F1 scores on the four datasets. The proposed BERT-GCFGMmodel achieves bet-
ter classification performance than other network models on the four datasets. Compared
with the network structure using the BERT model, the proposed BERT-GCFGM model
improves the average F1 score on the four datasets by 3.63%, and the performance on the
best-performing Cov19 dataset is improved by 4.16%. Compared with recent PGD and
FGM adversarial training algorithms, the F1 score is improved by an average of 2.53%
and 2.07%, respectively, which verifies the effectiveness of the proposed method in this
paper. At the same time, in order to verify the impact of different initial perturbation co-
efficients on the model, this paper also conducted ablation experiments with perturbation
coefficients of 0.4-0.8, to test the classification performance of the model under different
perturbation coefficients. The experiment found that the model has the best classification
performance when the perturbation coefficient is set to 0.6.

5. Conclusion. In conclusion, this paper proposes an adversarial training method with
a gradient constraint strategy to address the problem of the impact of the changing loss
function gradients during each training process on the model. Through comparisons with
traditional neural network models and recent adversarial training methods in sentiment
classification task experiments, the effectiveness of the BERT-GCFGM model is verified.
The experimental content of this paper is limited to binary and ternary classification
problems, and in the future, further research is needed to investigate the effectiveness of
this model for more nuanced sentiment polarity problems.
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