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Abstract. The existing oil painting classification algorithms can not efficiently classify
the style of oil painting. Aiming at this problem, this paper introduces multi-label and
genetic factors, and designs an oil painting style classification algorithm based on spatial
dimension reduction and fuzzy clustering. Firstly, the algorithm conducts principal com-
ponent analysis on the oil painting data set, separates the correlation of low-dimensional
features, and introduces the label factor through PCA to project high-dimensional features
into the low-dimensional space to retain a large amount of effective information while re-
ducing dimensionality, thus achieving the purpose of dimensionality reduction and noise
reduction in the feature space. Then, adaptive genetic algorithm space is used to cluster
the dimensionality reduction of oil paintings. The calculation method of genetic variation
probability is improved, and the multi-label and genetic factors are searched and classified
globally by using cluster iteration formula. Finally, in order to verify the performance
of the algorithm, this paper conducts simulation experiments based on MATLAB. The
experimental results show that when the genetic factor is 0.8, the accuracy rate, precision
rate and recall rate of the proposed algorithm are 92.48%, 82.63% and 95.61%, respec-
tively. Compared with other algorithms, the accuracy rate, precision rate and recall rate
of oil painting classification are effectively improved.
Keywords: spatial dimension reduction; fuzzy clustering; multi-label classification;
global search; genetic variation

1. Introduction. With the rapid development of artificial intelligence, people can use
various search tools to retrieve all kinds of image information on the network. How to
classify all kinds of images accurately has become the research direction of scholars. Tra-
ditional image classification studies are mainly fine-grained classification based on image
content, focusing on color, shape, object layout, etc. [1, 2, 3]. Common oil painting
styles include expressionism, Fauvism, post-impressionism and Cubism [4]. The classifi-
cation of oil painting art style can not only provide supplementary information for art
appreciation, but also provide ideas for future oil painting creation. However, the existing
image classification technology is not practical for the classification of oil painting style,
and the classification of oil painting is mostly completed through the subjective judgment
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of scholars, which is easy to ignore the details and lead to wrong classification [5, 6, 7].
Subsequently, more scholars used deep learning algorithms to automatically extract and
classify artworks. Because the definition of artistic style is subjective and lacks specific
quantitative indicators, how to classify oil painting style accurately is a very challenging
work in terms of oil painting style classification.

1.1. Related Work. The research on oil painting style classification algorithm is mainly
divided into two kinds. One is based on manual feature extraction. The other is based on
deep learning. To solve the single problem of extracting the style features of painting im-
ages, Zhou et al. [8] and Zeng et al. [9] proposed a series of effective algorithms. However,
they have strict restrictions on the input images, which must be gray scale images, so the
styles of works are required to be very different. In view of the problem that input images
needs to be grayscale images, Peng et al. [10] used image palette entropy to analyze the
artist’s oil painting creation and study the characteristic value of paintings, thus discover-
ing the difference and connection between the creation of different artists. An algorithm
was proposed by Yang et al. [11] on the ground of information entropy to calculate block
entropy, color entropy and contour entropy of images according to the relationship be-
tween colors, line contours, and the area ratio of painting targets and backgrounds among
works of different styles, which is used for the style classification of paintings. Aiming
at the problem that image quality has a great influence on style classification effect. Hu
et al. [12] using Gabor energy, conducted comparative experiments and proved that the
higher the image quality, the more conducive it is to style classification. However, low-
resolution images still have the ability to represent style. When the number of images
is insufficient, low-quality images can be selected for experimental research. Wang and
Huang [13] proposed an oil painting art style description method based on key regions,
aiming at the problem that the features extracted by the existing oil painting feature
extraction algorithm could not accurately describe the artist’s art style, and applied it to
oil painting classification.

With the rapid popularization of computer tools, easy access to image data, sufficient
number of images and easy access to computer hardware, most of the current research
tends to adopt deep learning algorithms. Aiming at the automatic recognition of digital
painting art, Krinidis and Chatzis [14] proposed an oil painting classification system based
on color features to isolate misclassified images and gradually correct errors. Lamnerti
et al. [15] proposed an unsupervised technique for automatically extracting individual
brushstroke characteristics and applied it to the identification and classification of oil
paintings. A cropped CNN model was presented by Du et al. [16]. It extracted style
features and classify oil painting styles. On the ground of IBS, ModIbs distance was
defined to evaluate the similarity between different artist works. Sun et al. [17] trimmed
the weight of the model for the purpose of shorting the training time of the model, and the
accuracy reached 51.5%. Li et al. [18] proposed a brushstroke feature extraction method
on the ground of edge detection and cluster segmentation, which was used to distinguish
Van Gogh’s paintings in different development periods.

Most of the above methods use the type of single feature, only describe the details of
oil painting, can not describe the overall style of oil painting, so it is not suitable for the
extraction of oil painting style. On the ground of human thinking habits, Zhang et al.
[19] established descriptors in accordance with the similarity principle and feature vector,
for the purpose of representing the fashion features of visual art images, and classified
visual art works’ style by extracting artistic style features. Different painting style parts
are designed. Secondly, according to the different painting skills used by the painter, the
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different understanding of light and shadow lead to the different brightness of the portrait,
but there is a problem of low classification accuracy.

1.2. Motivation and contribution. For the purpose of improving the accuracy and
efficiency of the above classification algorithms, this paper proposes an oil painting style
classification algorithm based on label space reduction and fuzzy clustering. This algo-
rithm first conducts principal component analysis on oil painting data set to separate the
correlation of low-dimensional features, so as to achieve the purpose of dimensionality
reduction and noise reduction in feature space. Then, a multi-label classification method
based on feature label reduction is designed. On this basis, adaptive genetic algorithm
space is introduced to cluster oil paintings with dimensionality reduction and improve
the calculation method of variation probability. The fitness of genetic algebra and clas-
sification labels is improved by using cluster iteration formula. The experimental results
show that the proposed algorithm can solve the clustering center more accurately, and
effectively improve the accuracy, accuracy and recall rate of oil painting classification.

2. Basic theoretical knowledge.

2.1. Fuzzy C-Means clustering algorithm. The Fuzzy C-Means clustering algorithm
(FCM) can automatically classify samples [20, 21, 22, 23]. Scholar Bezedek demonstrated
the convergence of the FCM algorithm and established a corresponding theoretical system
based on the research progress of the FCM algorithm [24]. Subsequently, FCM theory
was applied to the field of image processing. Unlike the K-means algorithm, which is
a representative algorithm of hard clustering algorithms, the FCM clustering algorithm
allows for membership values between 0 and 1, making pixel classification more flexible
and reliable.

The basic idea of the FCM algorithm is to use the Lagrange multiplier method to obtain
the minimum value of the objective function, then iteratively solve to obtain the optimal
clustering center and membership, and finally divide the pixels. The expression of its
objective function is shown in Equation (1):

τ(µ, ν) =
m∑
i=1

n∑
j=1

µt
ijc

2(χi, νj) (1)

Satisfy the Equation (2):

0 < µij < 1,
n∑

j=1

µij = 1 (2)

Among them, m is the number of pixels, n is the number of cluster centers, µ is the
membership degree matrix m ∗ n of size, ν is a set containing n cluster centers, µij is the
membership degree of pixels χi to cluster centers νj, c

2(χi, νj) is the Euclidean distance
between pixels χi and cluster centers νj, t is the fuzzy index, generally taken as 2.
Minimize the objective function of the FCM algorithm through Lagrange number mul-

tiplication, and define a Lagrange function by linking the objective function with the
following formula:

L =
n∑

j=1

m∑
i=1

µt
ijc

2(χi, νj) +
m∑
i=1

δi(
n∑

j=1

µij − 1) (3)

Take the partial derivatives of the above equations for µij and νj, and set them to 0,
to obtain the following formula:

∂L

∂µij

= 0 (4)
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∂L

∂νj
= 0 (5)

Thus, we can obtain Equation (6) and Equation (7):

tµt−1
ij c2(χi, νj) + δi = 0 (6)

2
m∑
i=1

µt
ij(νj − χi) = 0 (7)

By simplifying Equation (6), we can get µij:

µij = (
−δi

tc2(χi, νj)
)

1
t−1 (8)

Due to the existence of constraints
∑n

ℓ=1 µℓj = 1, substituting the above Equation (7)
into the left equation can be obtained δi:

δi = − 1
n∑

k=1

1
tc2(χj ,νk)

(9)

The Equation (8) and Equation (9) are the iterative formulas of membership matrix
and cluster center respectively. When using Lagrange number multiplication to minimize
the objective function, the membership matrix and cluster center need to be iterated
continuously according to the Equation (6) and Equation (7) until the objective function
is minimized. When the value of the objective function meets the convergence condition
or the algorithm reaches the maximum number of iterations, the algorithm ends.

2.2. Multi-label classification algorithm. The fundamental idea of this algorithm is
to transform the multi-label learning issue into the label sorting issue, and to use the pair
comparison technology to sort the labels [25].

For w possible class labels x1, x2, . . . , xw, a total of binary classifiers (xi, xj) (1 ≤ i <
j ≤ w) can be obtained by pairwise comparison w(w − 1)/2 of each label pair.

For each pair of labels (wi, wj), first, by considering the relative correlation of each
training sample to wi and wj, the sample is then broken down into p separate binary
classification subproblem, where each binary classification subproblem corresponds to all
possible labels in the label space. For Class i labels χi, the algorithm considers the
association between each sample and the label, thus establishing the binary training set
as follows:

Ei = {(yj, φ(Xj, xi) 1 ≤ j ≤ m}

φ(Xj, xi) =

{
+1, if xi ∈ Xj

−1, otherwise

(10)

A binary learning algorithm α is used to introduce a binary classifier fj. For each multi-
label training sample (vj, Xj), instance yj will participate in p binary classifier learning
steps. For the associated label xi ∈ Xj, xi is a positive instance sample through fj(·); On
the other hand, for the unassociated label xl ∈ Xj, yj is treated as a negative instance
sample.

For sample y of unknown labels, the algorithm forecasts its related label set X by
querying the label correlation on each distinctive binary classifier, and then merges all
the associated labels:

X = {xi|fi(y) > 0, 1 ≤ i ≤ p} (11)
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3. Multi-label classification algorithm based on spatial dimension reduction.
In multi-label classification, problems such as high feature dimension and sparse label
space will be faced, and the direct use of traditional multi-label classification algorithms
will affect the classification effect. Because of the collinear relationship between oil paint-
ing feature attributes, the generalization ability of the model will be weak, and the sparsity
of the label space will make it difficult for the model to find data features. Aiming at
the above problems, this paper proposes a space Encoding-Based Multi-Label Classifi-
cation algorithm (SEMC algorithm) based on dimensionality reduction. Firstly, high-
dimensional features are projected into low-dimensional Spaces by PCA method. A large
amount of effective information is retained while dimensionality is reduced to prepare for
the next step of fuzzy clustering, especially for large-scale multi-label data sets. Figure 1
shows the algorithm framework for this chapter.
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Figure 1. The frame of the Multi-label classification algorithm

3.1. Feature space dimensionality reduction. In the feature dimensionality reduc-
tion, in order to avoid overfitting, the training data set, the unsupervised feature dimen-
sionality reduction PCA algorithm is used here. PCA is a classical feature extraction
method, which can find a projection direction containing a large amount of effective in-
formation of data, and its calculation Equationis as follows:

θ2 =
1

m

m∑
j=1

(βTγj)
2
= βT (

1

m

m∑
j=1

γjγ
T
j )β = βT ζβ (12)

In general, the eigenvector corresponding to the maximum eigenvalue of eigencovariance
β is taken to form the front projection matrix β∗ of the optimal moment ζ. Then, the low
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dimensional effective feature space, Y ′ = Y β∗ is obtained by using the projection matrix
β∗.

3.2. Label space coding. Suppose the label matrix Ψ is already centralized. The label
space coding method designed in this chapter consists of two parts, one is coding loss
and the other is dependency loss. In the coding loss, the effective projection matrix is
designed as follows:

Ff (θ(σ(xi))
m
i=1, X) =∥

∼
X −X ∥22, ντν = I (13)

where ν ∈ Rp×t is a linear projection matrix, t is the expected dimension of the low-
dimensional label space. Matrix ϖ = δ(X) = Xν represents the coding matrix.

Matrix ϖ̃ reconstruction matrix that represents an encoding matrix is ϖ̃ = δ(X) =
XνT . In the dependency loss section, this chapter trains a regression model, choosing
directly from the feature space Y to the low-dimensional label space X, and then learns
a classifier, so the second part of multi-label space coding is the Equation (14).

Ff (X, Y ′) = (m− 1)−2tr(αβQβ) (14)

where β is a kernel matrix.
By combining the Equation (13) and Equation (14), the resulting global optimization

objective function is as follows:

min
ν

F (ν) = ∥XννT −X∥22 − atr(αβQβ), νTν = 1 (15) (15)

where α is the regularization parameter of balance dependent loss and coding loss, this
paper adopts linear kernel for Q, that is, Q = XXT = ZννTZT . The kernel matrix α of
the sample is the Equation (16).

αij =

exp

(−||y′i − y′j||22
2ϑ2

)
, if y′i ∈ Mz(y

′
j) or y′j ∈ Mz(y

′
i)

0, otherwise

(16)

Where θ = 1, Z = 10, Mz(y
′
j) indicates the y

′
i nearest neighbors of Z. Z is a symmetric

matrix that takes advantage of local information and needs to search z nearest neighbors
for each sample.

The Equation (15) can be converted to the following:

min
ννT=1

F (ν) = ||XννT −X||22 − atr(αβQβ),

⇔ min
ννT=1

||XννT −X||22 − atr(αβXvvTXTβ),

⇔ min
ννT=1

tr(vTvvTXTvvQ− 2vTXTXv)− atr(αβXvvTXTβ)

⇔ max
ννT=1

tr(vTXT (1 + aβαβ)Xv),

(17)

The final problem is converted to solving the eigenvalue of B = XT (1+aβQβ)X. Since
B is a heaped matrix, its eigenvalues are all real numbers. Let the eigenvector v1, . . . , vm
correspond to the eigenvalue v1, ..., vm of the matrix B, then the corresponding optimal
label projection matrix is v∗ = [v1, . . . , vn]. The optimization problem is solved by solving
the eigenvector of m×m matrix.

Therefore, the algorithm designed in this paper encodes feature space and label space
step by step, which is suitable for multi-label classification problems with a large number
of class labels and features. First, two sets of low-dimensional effective spatial representa-
tions are found, and then the adaptive model is learned on the processed low-dimensional
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space to label various styles of oil painting, which lays a foundation for the research of
canvas style classification method.

4. Oil painting style classification method on the basis of spatial reduction and
improved adaptive clustering algorithm.

4.1. Algorithm running parameters. Based on the research of multi-label classifi-
cation algorithm with spatial dimensionality reduction described above, considering the
influence of prior information of oil painting images and the robustness and applicability
of fuzzy clustering algorithm, this paper first introduces multi-label classification factors
to determine the initial clustering center of the clustering algorithm, and then performs
global search through genetic algorithm to improve the accuracy and recall of classifica-
tion. The running parameters of the clustering algorithm will greatly affect the conver-
gence and efficiency of the algorithm, and the operating parameters of the algorithm are
as follows:

Classification factors: α = 0, β = 1.
Population size M : Population size refers to the number of individuals in the popula-

tion, generally between 30 ∼ 75 is more appropriate.
Evolutionary algebra F : Evolutionary algebra is the maximum number of iterations of

the algorithm preset in advance, and the general value is 100 ∼ 500.
Crossover probability qc: The crossover probability is too small, and the search range

becomes larger, resulting in low algorithm efficiency; If the crossover probability is too
large, it will lead to the destruction of the better performing individuals. Generally, it is
more appropriate to take between 0.4 ∼ 0.9.
Mutation probability qm: The probability of mutation is too small, which will affect the

diversity of the population; If the probability of mutation is too large, it will lead to the
destruction of the better performing individuals. The probability of variation is generally
taken as 0.01 ∼ 0.1.

4.2. Oil painting style classification method based on spatial dimensionality
reduction and improved self-adaptive clustering algorithm. Therefore, this paper
introduces genetic algorithm and multi-label classification factors to determine the initial
cluster center, first of all, aiming at the problem that the traditional genetic algorithm
fixes the crossover, mutation probability and is prone to precocious phenomenon, and
introduces the multi-label classification method as a selection operator. At the same
time, according to the size and change speed of individual fitness in the population and
the algorithm evolution process, the crossover probability and mutation probability are
adaptively adjusted to avoid the algorithm falling into local extremes as much as possible.
The specific algorithm flow of this chapter is shown in the Figure 2.

In this paper, genetic algorithm and multi-label classification factor are introduced
as selection operators, and the following probability distributions can be obtained by
descending and sorting the fitness of population individuals and corresponding numbers:

q(j) = p(1− p)j−1 j = 1, 2, ...,m (18)

where p is variable parameters, j is the ordinal number of the sort. For a given different
p, the following probability distribution function can be obtained, as shown in Figure 3.

By relatively increasing the value of the probability of crossing and variation, the prob-
ability of their elimination in the process of evolution is increased. The probability of
destruction of highly suitable individuals and the probability of retention of low-fitness
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Figure 2. The flowchart of the algorithm

Figure 3. Probability distribution curve

individuals can be suppressed, and the improved calculation Equation for crossover and
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mutation probability is as follows.

qc(s, i) =

qc(s)
Fmax − Fi

Fmax − Favg

Favg ≤ Fi

qc(s) Favg ≤ Fi

(19)

qn(t, i) =

qn(s)
Fmax − Fj

Fmax − Favg

Favg ≤ Fj

qn(s) Favg ≤ Fj

(20)

In the above formula, Fmax is the maximum fitness of individuals in the s generation
population, Favg is the average fitness of individuals, Fi is the fitness value of the i pair
of individuals with crossover, and Fj is the fitness value of individual j with variation.

For the purpose of increasing crossover probability and reducing mutation probability,
a variation operation was used to increase population diversity. Therefore, the sum is
shown in the Equation (20) and (21).

qc(s) = qc − a
s

S
(21) (21)

qn(s) = qn + a
s

S
(22) (22)

Where qc represents the initial crossover probability, qn represents the initial mutation
probability, s represents the algebra of current evolution, S represents the total evolu-
tionary algebra, and a is the label classification factor in the previous section. After
improvement, the crossover probability qc(s) will gradually decrease, while the mutation
probability qn(s) will gradually increase.

Then, for the objective function of qc(s), the extreme value is obtained, and the La-
grange function is constructed under the constraint condition 1−

∑c
i=1 vic = 0, as shown

in Equation (23).

L =
m∑
i=1

n∑
c=1

[vmci ||yj − vc||2 + Fci] +
n∑

j=1

λj(1−
c∑

i=1

uic) (23)

Plug in the classification factor expression and take the partial derivative of vci and uc

respectively and set them to 0.

∂L

∂vci
= nvn−1

ci ||yj − uc||2 − n(1− vci)
n−1||yj − uc||2

∑
i∈M,i̸=j

1

1 + cij
− λj = 0 (24)

Under constraint condition
c∑

i=1

vic = 1 , the Equation (24) can be obtained.

j∑
c=1

λj

2||yi−uc||2 +
∑

i∈M,i̸=j

1
1+fij

1 +
∑

i∈M,i̸=j

1
1+fij

= 1 (25)

Based on the above formula, the Lagrange multiplier λi can be obtained.

λi = 2

1 + (1− c)
∑

i∈M,i̸=j

1
1+fij

c∑
i=1

1
||yj−uc||2

(26)
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Finally, the classification equation of cluster center can be obtained.

uc =

m∑
j=1

(vnicyi +
∑

i∈M,i̸=j

(1−vic)
n

1+fij
yi)

m∑
j=1

(vnic +
∑

i∈M,i̸=j

(1−vic)
n

1+fij
)

(27)

5. Simulation and evaluation.

5.1. Parameter Settings. In order to verify the effectiveness of the algorithm proposed
in this paper, data sets with high classification accuracy in existing studies are selected
as the data sets of this paper, as shown in Table 1.

Table 1. Data Set.

Classicalism Surrealism Training set Test data
Data set1 67 162 420 139
Data set2 651 360 190 157
Data set3 263 284 1260 261
Data set4 459 635 486 208

For the classifier used in this paper, a multi-label classification algorithm on the ground
of spatial coding dimensionality reduction is used to calculate its parameters, and the
search interval is set to [0, 40]. The size of the four ordinary oil painting images is 512∗512,
while the image size in the oil painting dataset is 100 ∗ 100. In the experiment, set the
population size of the clustering algorithm M = 30, the initial crossover probability
ps = 0.6, the initial mutation probability Pt = 0.1, the maximum number of iterations
w = 200, θ = 10−7 and the corresponding a = 0.4, β = 0.2, µ = 1.4. Set m = 2, n = 4,
v = 200, a = 1 in the label classification algorithm. For the purpose of asserting the
robustness of the algorithm, the training set was randomly classified by a ratio of 6:4 in
the experiment of common oil painting images, and each set of parameters was evaluated
by cross-validation. The parameters with the highest average accuracy were run 100 times
under the same data set, and the parameters with the highest average accuracy were taken
as the final classifier parameters, as shown in Table 2.

Table 2. Values of classifier parameter

Classifier Parameter value
SVM Coefo 0.6
RF poly 0.8
CNN Sigmoid 1

5.2. Experimental design and result analysis. In this paper, four common oil paint-
ing classification algorithms are tested on oil painting data set. For the convenience of
description, the algorithm designed in this paper is denoted as Ours, the algorithm in
literature [26] is denoted as Ism, the algorithm in literature [27] is denoted as Acs, the
algorithm in literature [28] is denoted as Aig, and the algorithm in literature [29] is de-
noted as Lta. From Table 3, it can be seen that Ism and Aig is of poor style classification
effect on oil painting data set, in which the macro average of Aig (weighted average of
accuracy, accuracy and recall rate) is 70.3%, while the macro average of Ism is slightly
better, with 75.56%. The average macro of Acs on the oil painting data set is 76.01%.
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Compared with other oil painting classification algorithms, the algorithm of Lta series has
a relatively better recognition effect on the oil painting data set. The classification effect
of Lta on oil painting dataset is 82.63%. Next, this paper improves the model recognition
effect of the improved classification algorithm.

Table 3. Comparative Experiments of Different Algorithms on Oil Painting
Datasets

Number classification method Macro AveLtae
1 Ism 75.56%
2 Acs 76.01%
3 Aig 70.3%
4 Lta 82.63%

Multi-label classification factor is introduced into the above four classification algo-
rithms, and the key features of oil painting images are captured first, and the genetic
mechanism is embedded on this basis, and then the recognition effect is compared by
experiments respectively. It can be seen from Table 4 that the effects of the four models
are improved after the introduction of classification algorithms or genetic mechanisms.

Table 4. Comparative Experiments of Enhanced Different Algorithms on Oil
Painting Datasets

Number classification method Macro AveLtae
1 Ism+inheritance 78.83%
2 Acs+label 80.51%
3 Aig+label 73.05%
4 Lta+inheritance 87.46%

Therefore, the confusion matrix of the predicted results on the oil painting data set
after the improved algorithm in this paper is shown in Figure 4. In the confusion matrix,
the horizontal coordinate is the prediction label and the vertical coordinate is the true
label. Of the Cubist images, 73% were correctly judged to be Cubist, 5% were incorrectly
predicted to be realistic, 4% were incorrectly predicted to be brutalist, 1% were incorrectly
predicted to be impressionist, and 2% each were predicted to be Baroque, romantic, and
Rococo. From the confusion matrix, it can be seen that the improved algorithm can
predict more than 50% of all the styles of images in the oil painting data set.

Next, we compare the improved classification algorithm with other four types of al-
gorithms proposed by predecessors, namely Ism, Acs, Aig and Lta, on the oil painting
data set. The classification outcome is listed in Table 5. It lists the comparison between
the Accuracy (Acc), Precision (Prec) and Recall (Rec) of the four algorithms using SVM
classifier and the algorithm designed in this paper (Ours). As can be seen from TABLE
5, Acc of Acs is 81.44%, which is 2.71% higher than Ism, 5.6% higher than Prec, and
6.96% lower than Rec. Acc, Prec, and Rec of Lta are 10.87%, 16.54%, and 9.62% higher
than Aig. Compared with Ism, AcS, Aig and Lta, Ours algorithm designed in this paper
has significantly improved in Acc, Prec and Rec, and can classify oil painting styles more
accurately.

In order to more strictly verify the robustness of Ours algorithm, this paper immediately
divides the oil painting data set into 10 pieces without repeating them, and selects one of
them for marking as the test set. After the training, the test set is used for testing, and
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Figure 4. Confusion matrix

Table 5. Results of different classification method

Method Acc Prec Rec
Ism 78.73% 58.39% 89.57%
Acs 81.44% 63.99% 82.61%
Aig 73.28% 53.67% 83.9%
Lta 84.15% 70.21% 93.52%
Ours 93.61% 87.36% 95.87%

the above steps are repeated for 10 times, so that each piece of data can be used as the
test set for a test. The average and optimal values of the 10 experimental results were
calculated, and the results were compared, as shown in Table 6. The overall evaluation
effect of the fifth experiment is the best, Acc, Prec and Rec are 95.37%, 90.15% and
97.2% respectively, and the average value of the 10 experiments is 93.44%, 89.04% and
95.78% respectively, which is little different from the optimal result, indicating that Ours
algorithm has good robustness.

Table 6. Evaluation values

Acc Prec Rec
Experiment1 94.28% 88.51% 95.12%
Experiment2 92.0% 89.26% 93.05%
Experiment3 94.35% 88.1% 98.04%
Experiment4 91.09% 88.69% 95.27%
Experiment5 95.37% 90.15% 97.2%
Experiment6 92.74% 89.03% 98.47%
Experiment7 93.16% 88.27% 96.11%
Experiment8 92.04% 89.16% 95.1%
Experiment9 95.31% 89.08% 94.09%
Experiment10 94.06% 90.11% 94.38%
AveLtae value 93.44% 89.04% 95.78%

In this paper, label factor and genetic mechanism are added to Ours algorithm for
classification experiment. The genetic factor ranges from 0.1 to 1, and is compared with
Ism, Acs, Aig and Lta in three aspects of accuracy, accuracy and recall. As shown in
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Figure 5-7, when the genetic factor is 0.8, Acc of Ism classification algorithm is 79.59%,
Prec is 57.59%, and Rec is 86.3%, Acc of Acs classification algorithm is 84.52%, Prec
is 62.52%, Rec is 82.52%, and Acc of Aig algorithm is 72.75%. Prec is 52.75%, Rec is
82.75%, Acc of Lta algorithm is 82.3%, Prec is 72.3% and Rec is 88.3%. Compared with
Ism, Acs, Aig and Lta, Ours algorithm improves Acc by 12.89%, 7.96%, 19.73% and
10.18% respectively. Prec increased 25.04%, 20.11%, 29.78%, 10.23%, and Rec increased
8.02%, 13.09%, 12.86%, and 7.31%, respectively.
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Figure 5. Accuracy rate
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Figure 6. Precision rate
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Figure 7. Recall rate

Since Aig and Ism only consider features such as the color of the oil painting and do not
add an overall label to the classification to define its oil painting style, the classification
effect is modest. However, Acs and Lta only use deep learning models to classify oil
painting art styles, but the training set is too small and the classification effect is not
good. The algorithm Ours designed in this paper is based on the principles of spatial
reduction and fuzzy clustering. Starting from the label of oil painting itself, it uses genetic
mechanism to measure the diversity, unity and balance of the picture, so as to distinguish
the art styles of oil painting of different schools, thus achieving the best accuracy rate,
precision rate and recall rate.

6. Conclusion. Based on the concept of space reduction and fuzzy clustering, this pa-
per proposes an oil painting style classification algorithm based on label space reduction
and fuzzy clustering. The algorithm first conducts principal component analysis on the oil
painting data set, separates the correlation of low-dimensional features, and introduces la-
bel factors through PCA to project high-dimensional features into low-dimensional space,
retaining a large amount of effective information while reducing dimensionality. On this
basis, adaptive genetic algorithm space is used to cluster the oil paintings with dimension-
ality reduction, and improve the calculation method of variation probability. The global
search classification of genetic algebra and label factors is carried out by using clustering
iterative formula. The experimental results show that the proposed algorithm can solve
the clustering center more accurately, and effectively improve the accuracy, precision and
recall rate of oil painting classification. In the future work, this paper will integrate the
painting features based on oil painting itself into the clustering algorithm to carry out
further research.
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