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Abstract. Employment prediction model can predict the employment success rate of
college students based on their personal background, academic performance, internship
experience and other factors, which helps to understand their competitiveness in the job
market. Accurate employment prediction models have high research value for optimising
the allocation of educational resources. Therefore, this work proposes an employment
prediction model based on weighted feature selection and semi-supervised machine learn-
ing. Firstly, to address the problems of high feature dimensions of relevant information,
the tendency of discrete between attributes, and the high number of redundant features,
the study compares the characteristics and defects of typical feature selection algorithms.
Then, in order to accurately characterise classified information with different features
and quantitative features, weighted Euclidean distance is introduced on the basis of the
feature selection method based on maximum correlation, so as to achieve the purpose of
effectively measuring the redundancy. Next, a semi-supervised machine learning method
based on XGBoost is introduced to learn and judge the new dataset using a discriminative
model form of semi-supervised learning. Finally, the proposed model is objectively eval-
uated quantitatively by comparing it with other commonly used correlation algorithms
used for prediction. The experimental results show that weighted feature selection can
effectively select important features, so as to select a subset of features with relatively
low feature dimensions and optimal classification performance. The proposed model can
make use of a small amount of labelled data in the new dataset to label a large amount
of unlabelled data, which further improves the prediction accuracy.
Keywords: employment prediction; feature selection; feature filtering; semi-supervised
learning; XGBoost
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1. Introduction. Employment prediction models can analyse the employment situation
and prospects of different majors and help colleges and universities and educational in-
stitutions optimize the allocation of educational resources [1, 2, 3]. By understanding
the market demand, schools can adjust their professional settings, offer relevant courses,
cultivate talents that better meet the employment market demand, and improve the em-
ployment competitiveness of graduates.

Employment prediction models can predict students’ employment success based on their
personal background, academic performance, internship experience and other factors [4,
5]. This helps universities and students to understand their competitiveness in the job
market and take measures in advance to improve their competitiveness, such as increasing
internship experience and improving academic performance. The main technical problems
to be solved in employment prediction modelling can be classified into feature selection
problem and prediction problem [6, 7].

Feature selection occupies an unassailable position in the machine learning process.
According to the characteristics of machine learning datasets and different research needs,
the applicable feature selection algorithms are different. After decades of development,
with the development of the Internet, various kinds of data from the society are becoming
more and more numerous and diverse in form [8, 9, 10]. In such an environment, in order
to adapt to different situations of data, feature selection algorithms are also gradually
developed, from single to diverse, from simple to complex. Most of the feature selection
algorithms at the beginning were based on thresholding and had a single approach, and
then gradually developed a composite feature selection approach in which multiple feature
selection algorithms were used in combination [11]. In terms of supervised or unsupervised,
the development from supervised to unsupervised also goes through a period of time. At
present, the feature selection algorithm in most cases tends to be based on the correlation
between the features, the combination of multiple feature selection methods, and the
process is generally unsupervised.

Currently, the focus of this research is mainly on the two main steps for selecting the
optimal feature subset. Firstly, according to the actual application scenario, it is crucial to
use which search strategy to get the optimal sub-feature set of the dataset; secondly, how
to prove that the selected feature set is the optimal feature subset, and in the verification,
some affirmations are needed for the evaluation criteria. In summary, most of the current
feature selection algorithms perform the selection of the optimal feature subset from the
above two perspectives.

The main research objective of this work is to predict whether a person will find a job
and what kind of job he/she will find under specific conditions by learning and analysing
various relevant features. By exploiting the information in unlabelled data, better clas-
sification and prediction can be made, thus improving the effectiveness of employment
prediction models.

1.1. Related Work. The role of feature selection is to find the best subset of features
using the relevance of the category to be distinguished and the redundancy between
features.

Venkatesh and Anuradha [12] reviewed various types of methods for feature selection
and provided a systematic summary of filtering methods. Filtering methods based on
correlation, distance, dependency, approximation, etc. were proposed and the advantages
and disadvantages of the filtering methods were discussed. Hoque et al. [13] used a
filtering method based on fast clustering and mutual information for feature selection.
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Firstly, unsupervised clustering of features is performed quickly using spectral clustering
of graphs, and then the mutual information of feature pairs within each cluster is computed
to select the subset of features with the largest mutual information. This method greatly
reduces the computational complexity of feature selection. However, this method only
considers the correlation between features, not the correlation between features and target
variables, and the selected feature subset may not retain the optimal predictive power.
Solorio-Fernández et al. [14] proposed a hybrid filter-wrapper method, which uses variable
cluster analysis for filtering, and then validates it with the wrapper method to achieve
unsupervised feature selection. feature selection for supervised learning. This method
makes full use of the advantages of filter and wrapper methods. However, this method
depends on the effectiveness of the filter method, and if the filter is not effective, the
wrapper method will not be able to give full play to its effect. Moreover, this method
needs to optimise both the filter and the wrapper, which is a complicated process.

The study of prediction problems is an important direction in the field of machine
learning and data mining, and researchers have been exploring and improving prediction
methods and algorithms, such as linear regression, decision trees, support vector machines,
neural networks, etc [15, 16]. Different models are suitable for different data and problems,
and in practice it is necessary to select the appropriate model for prediction. Feature
selection is the selection of suitable features for prediction model training, and feature
extraction is the automatic extraction of the most important features from raw data
using machine learning algorithms. Researchers have not only proposed many methods
for feature selection and extraction, but also explored how to combine multiple feature
selection or extraction algorithms to further improve prediction performance [17].

Decision tree based machine learning prediction models [18] can be classified into un-
supervised, semi-supervised and supervised types. Touati et al. [19] proposed an unsu-
pervised anomaly detection method based on conditional random field optimisation using
a decision tree structure to build a normal model for use in different conditions to de-
tect anomalies without labelled data. Castán-Lascorz et al. [ 20] proposed a supervised
prediction method for time series based on integrated regression trees, using bootstrap
sampling and linear regression models to obtain more accurate prediction trees and im-
prove prediction performance. However, the feature selection method of the above two
methods is simple and the computational complexity is high when the number of features
is large. The number of decision trees needs to be pre-set, which is not flexible enough.
Decision trees are easily overfitted, which affects the generalisation ability of the model.
Compared with decision tree-based prediction algorithms, XGBoost integrates multiple
CART regression trees [21, 22], and the final prediction is formed by adding the model
and the leaf node output values, which improves the stability and accuracy of the pre-
diction. In addition, XGBoost has built-in regularisations such as L1 and L2 , which can
control overfitting. Compared with unsupervised and supervised prediction algorithms,
semi-supervised learning can significantly reduce the need for annotation and leverage the
rich unlabelled data to improve performance, which is more suitable for real-world appli-
cation scenarios. Semi-supervised learning can be easily applied to online and streaming
learning, and the labels can be acquired gradually.

1.2. Motivation and contribution. Compared with the wrapper method, the filtering
method has two main advantages: (1) it has efficient feature dimensionality reduction
performance and is easy to scale; (2) it is independent of a specific classifier. Therefore,
the filtering-based feature selection method is chosen in this paper. XGBoost supports
missing values and can automatically learn the distribution of missing features, which is
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helpful for semi-supervised learning problems. Therefore, in this paper, we try to combine
filtering-based feature selection and XGBoost to achieve semi-supervised prediction.

The main innovations and contributions of this work include:
(1) Aiming at the problem that the feature dimension of the relevant information is

high, the attributes tend to be discrete from each other, and there are more redundant
features, the weighted Euclidean distance is introduced based on the principle of filtering
feature selection based on the maximum correlation, and the fluctuation in different data
sets and environments is reduced by comprehensively utilising the weighting information
of various features.

(2) After completing the weighted feature selection, a semi-supervised machine learning
method based on XGBoost is introduced and trained using labelled and unlabelled data
to improve the performance and generalisation of the model. A discriminative model form
of semi-supervised learning is used to learn and judge the new dataset to further improve
the accuracy of prediction.

2. Weighted feature selection based on maximum correlation.

2.1. Role and definition of feature selection. Feature selection for student employ-
ment prediction is to construct a simple and effective student employment prediction
model by automatically selecting a subset of features that contribute significantly to the
prediction of student employment outcomes from the information of students’ grades,
grades, genders, families, etc. by means of an algorithm. It can discover the factors that
have the greatest impact on student employment and gain an in-depth understanding of
key features.

The role of feature selection is to find the best subset of features using the relevance
of the categories to be distinguished and the redundancy between features. Employment
data has a large number of redundant features, so feature selection can reduce the number
of irrelevant features. Feature selection can automatically identify the most critical subset
of features from the complex employment influencing factors, and its role is to build a
more concise and efficient employment prediction model, mainly in terms of reducing data
dimensions, improving prediction accuracy, increasing model interpretability, balancing
the distribution of sample categories, and preventing overfitting, etc. Particularly impor-
tant is the fact that feature selection can find out the key factors affecting employment
in-depth, which is important for building an accurate and interpretable employment pre-
diction model. Especially important is that feature selection can deeply discover the key
factors affecting employment, which plays an important role in establishing an accurate
and explainable employment prediction model.

2.2. Filtering based feature selection algorithm. Filtering based feature selection
algorithms require the calculation of different entropy values for each attribute in different
data.

The effect of different features on the data classification result is indicated by the mag-
nitude of entropy value. A large entropy value indicates a great facilitating influence on
the classification result, and vice versa, it has little influence on the classification or even
affects the accuracy of the classification. Filtering-based feature selection algorithms in-
clude feature selection algorithms based on information gain, feature selection algorithms
based on mutual information, feature selection algorithms based on chi-square test, and
feature selection algorithms based on maximum correlation. The basic flow of the filter-
based feature selection method is shown in Figure 1.

(1) Feature selection algorithm based on information gain.
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Figure 1. Basic flow of filtered feature selection methods

The feature selection algorithm based on information gain applies information gain to
feature selection, so the entropy value of the features is determined by the information
gain of each feature [23]. Let the vector F = (f1, f2, . . . , fm) denote the set of all features
and has m sample features. The vector C = (C1, C2, . . . , Cn) denotes the category with n
categories to be distinguished. For a given attribute fi the information gain between the
associated category ci is IG(C;F ).

IG(C;F ) = H(C)−H(C | F ) (1)

where H(C) denotes the original entropy value of the system, and H(C | F ) denotes
the average conditional entropy value for C.

Feature selection algorithms based on information gain are able to reduce the dimen-
sionality of the feature set to shrink the feature subset very well and are widely used in the
field of intrusion detection. Researchers’ experimental results show that the information
gain algorithm is still one of the best algorithms for classification today [24]. However,
this algorithm still has obvious drawbacks, for example, it only considers the classification
impact on the overall target in two scenarios, namely, the occurrence of feature items and
the non-occurrence of feature items. If the features are selected inaccurately, then a large
amount of noisy data will be generated, which leads to the problem of sparse data.

(2) Mutual information based feature selection algorithm.
The feature selection algorithm based on Mutual Information (MI) applies MI to feature

selection, and the measure of this feature selection is to use the size ranking of MI as a
way to discriminate the relevance between a feature item and the distinguished category.
It reflects the extent to which a feature item is closely related to the category to be
discriminated. In general, since the larger MI indicates the closer relation between the
two, related studies have selected features with larger MI as the prediction variable of the
theory.

MI denotes the amount of information shared between two different variables X and
Y , then the mutual information of X and Y can be obtained as:
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I(x, y) =
∑
i,j

p(xi, yj) log
p(xi, yj)

p(xi)p(yi)
(2)

where p(xi, yj) is the joint probability density function of X and Y , while p(x) and p(y)
are the marginal probability density functions of X and Y , respectively. So using mutual
information as a measure can quantitatively get the correlation between each feature and
category, and at the same time the mutual information of both can be calculated in
another way.

I(fi, ci) = log
p(fi, ci)

p(fi)p(ci)
(3)

However, in feature selection, the combination of individual feature classification num-
bers obtained in this way does not completely increase the performance of the classifier,
as there is a possibility that the features are highly correlated with each other for reasons
thus leading to redundancy in the feature variables. So in this paper, we will propose the
scheme to take into account the redundancy in order to select a better subset of features
based on it.

(3) Feature selection algorithm based on chi-square test.
The most basic idea of feature selection algorithms based on chi-square test [26] de-

scribes the independence of two events by means of chi-square ”cardinality”, i.e., the
degree of influence of a feature on the classification is determined by observing the de-
viation of the actual value of the two events from the theoretical value as a metric. If
the obtained deviation exceeds a certain threshold, it is obvious to the programme that
the two are in fact related, and therefore the alternative hypothesis is accepted while the
original hypothesis is rejected. The degree of deviation is calculated as shown below:

ϕ =
n∑

i=1

(x− E)2

E
(4)

where E denotes the theoretical value and x denotes the actual value.
The feature selection algorithm based on the chi-square test, although it is more com-

prehensive in taking into account the positive and negative correlations between the cat-
egories to be distinguished and the individual features, also makes this method more
expensive. Therefore, if applied to the field of employment forecasting, it will yield lower
forecasting efficiency.

(4) Maximum correlation based feature selection algorithm.
In order to measure the relevance and redundancy of feature items, feature selection

algorithms based on maximum correlation utilise MI as a discriminant [27]. A feature is
maximally relevant if it has the highest correlation with the category to be distinguished.
The purpose of maximum correlation is to select feature items that contain the max-
imum possible information about the category to be distinguished. However, in order
to make the categorical information contained in each feature not overlap, the method
introduces minimum redundancy. The purpose of minimum redundancy is that the corre-
lation between the selected feature items is minimised and, at the same time, a subset of
features with minimum redundancy is obtained. The maximum correlation and minimum
redundancy measures can be obtained by this method.

maxD(S,C), D =

∑
fi ∫ S

MI(fi, ci)

|S|
(5)
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maxR(S), R =

∑
fi,fj ∫ S

MI(fi, fj)

|S|2
(6)

where S is the set of final feature selection features, i.e., the selected feature subset, |S|
is the number of features contained in the feature subset, C denotes the category to be
distinguished, MI(fi, ci) is the value of mutual information between a feature item fi and
a category ci, MI(fi, fj) represents the value of mutual information between two different
feature items, D denotes the relevance of the feature item to the corresponding category
to be distinguished, and R denotes the redundancy between the selected feature items.
Redundancy between the selected feature items.

In order to make the relevance of the different selected features to the distinguished
categories as high as possible and the redundancy between the selected features as low as
possible, the programme summarises the two measures of relevance and redundancy, and
the rules obtained are shown below:

maxϕ(D,R), ϕ = D −R (7)

The scheme considers redundancy and relevance, but the relevance and redundancy
measurements are mainly based on the amount of mutual information, and this single
measure can lead to less than optimal selection of the feature set due to the presence of
some features with specific less classification information in the selected feature subset,
resulting in less than optimal classification performance of the classifier.

2.3. Proposed multi-distance weighted feature selection. In order to improve the
efficiency of employment prediction and remove the disturbing data features, this paper
firstly adopts the improved maximum correlation method to select the features of student
data in order to exclude unnecessary features.

Most dimensionality reduction methods (i.e., methods for filtering features) focus pri-
marily on such features that have the highest correlation with the target class. However,
when two features even can have a high degree of interdependence, their contributions
to differentiate the target class are still not superimposed. Therefore, based on this this
paper proposes a method to measure the independence of each feature based on a multi-
distance weighting function. The further the distance, then the higher the independence
and the lower the redundancy.

In this paper, Pearson’s correlation coefficient is introduced for correlation measure-
ment and weighted Euclidean distance etc. is introduced for redundancy measure. The
larger the Pearson’s correlation coefficient of different features, the higher the correlation
between the feature and the target class. At the same time, if the distance between
different features is larger, then it means that the redundancy of the feature subset is
lower. Such features having greater correlation and redundancy will be selected for the
final feature subset. Finally, the generated feature subset will have low redundancy and
strong correlation with the target class.

The chosen feature subset provides the maximum contribution to classification with
the target class as the goal, which usually means the minimum error in classification, and
the minimum error usually requires the maximum relevance. So this requires that the
chosen feature subset is the one that has the highest correlation with the classification
target c. In this paper, the Pearson correlation coefficient is introduced to measure the
positive and negative correlation between features and the classification target, and also
due to its computational efficiency, the Pearson correlation coefficient will be chosen as
the correlation measure between features and the target class c in this paper.
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Given two vectors X⃗ and Y⃗ , the Pearson correlation coefficient is calculated as shown
below:

PC(X⃗, Y⃗ ) =
SXY

S−→
X
S−→

Y

(8)

SXY =
1

N − 1

N∑
K=1

(xk − x̄)(yk − ȳ) (9)

Sx⃗ =

√√√√ 1

N − 1

N∑
k=1

(xk − x̄)2 (10)

Sy⃗ =

√√√√ 1

N − 1

N∑
k=1

(yk − ȳ)2 (11)

x̄ =
1

N

N∑
k=1

xk (12)

ȳ =
1

N

N∑
k=1

yk (13)

where xk and yk are the k-th elements of the vectors X⃗ and Y⃗ respectively.
Maximum correlation is then defined:

MaxMRi =
∣∣∣PCC(F⃗i, C⃗i)

∣∣∣ (1 ≤ i ≤ M) (14)

Where F⃗i denotes a vector consisting of the values of the feature fi for each data sample,
and C⃗i denotes a vector consisting of the values of the classification target to which each
data sample belongs.

In many related studies, the m best features can be filtered by the descending order
of MR. However, the m best features are not necessarily the best features. Because
this method has a defect: ”one selected feature may contain the selection information of
another feature”, i.e., there is redundancy between features and features. Therefore, this
paper proposes a method based on weighted Euclidean distance, which can effectively
reduce the redundancy between different features.

In a multidimensional data space structure, Euclidean distance is a measure of the
distance between two vectors in a multidimensional space. The traditional expression for
calculating Euclidean distance is shown below:

ED(
−→
X,

−→
Y ) =

√√√√ N∑
k=1

(Xk − yk)
2 (15)

The traditional Euclidean distance can well represent the cumulative difference be-
tween two vectors in space, but it does not take into account the problem of measuring
the similarity between the individual feature elements corresponding to the two feature
vectors, due to the fact that different elements have different metric information. If the
Euclidean distance is used directly between two feature vectors, the two features will make
the measure of redundancy inaccurate due to the metric difference.
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Therefore, in order to solve the problem of feature vector redundancy measures due to
metric differences the computation of weighted Euclidean distance is introduced.

NED(X⃗, Y⃗ ) =

√√√√ N∑
K=1

wi

W
(Xk − yk)

2 (16)

wi = e−
|xi−yi|

σ (17)

where σ is the adjustment factor, which is used to adjust the weights based on the
expertise nuances.

We use maximum distance to measure the similarity between two feature vectors. But in
order to combine various dimensions of distance, cosine similarity and Tanimoto coefficient
are also introduced in this paper.

COS
(−→
X,

−→
Y
)
=

−→
X ·

−→
Y∥∥∥−→X∥∥∥ ·
∥∥∥−→Y ∥∥∥ (18)

∥∥∥X⃗∥∥∥ =

√√√√ N∑
k=1

x2
k (19)

TC(
−→
X,

−→
Y ) =

−→
X ·

−→
Y∥∥∥−→X∥∥∥2

+
∥∥∥−→Y ∥∥∥2

−
−→
X
−→
Y

(20)

Using the above three combined distance-based redundancy measures, we can obtain
the Euclidean distance, cosine similarity and Tanimoto coefficient for the i-th feature, in
that order:

EDi =
1

M − 1

M∑
i,j=1

NED
(
F⃗i, F⃗k

)
, (1 ≤ k ≤ M,K ̸= i) (21)

COSi =
1

M − 1

M∑
i,j=1

COS
(
F⃗i, F⃗k

)
, (1 ≤ k ≤ M,k ̸= i) (22)

TCi =
1

M − 1

M∑
i,j=1

TC(
−→
F i,

−→
F k), (1 ≤ k ≤ M,K ̸= i) (23)

Therefore, the average distance i.e. redundancy can be obtained as:

MDi =
1

3
(EDi + COSi + TCi) (1 ≤ i ≤ M) (24)

After completing the above preparations, we can start selecting the feature subspace.
Suppose we have selected the feature subset with m − 1 features. The next task is to
select the m-th feature from the remaining feature set. The algorithm selects the optimal
features under the condition:

max(MRi +MDi) (25)

Calculate the sum of the weighted values of the different features.

T = m1MR +m2MD (26)

Selecting the features with larger T will result in the selected important features. In this
experiment, the parameters m2 and m1 are both equal to 1. Finally, the feature-selected
dataset is split into two parts, one part is used for classifier training and the other part
is used as a test dataset as an evaluation of the classification performance.
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3. Semi-supervised XGBoost-based employment forecasting model.

3.1. Principle of semi-supervised XGBoost. XGBoost is a decision tree based in-
tegration (Ensemble) algorithm [28, 29], the basic idea is to use an additive model with
leaf node predictions to integrate multiple decision trees, to reduce the error, as shown in
Figure 2.

Figure 2. Fundamentals of XGBoost

Semi-supervised XGBoost is based on XGBoost and introduces the use of unlabelled
data, the basic idea is to train two XGBoost models simultaneously, one model is used for
labelled data and the other model is used for unlabelled data. In each round of Boosting,
the labelled data is used for training first, and then the trained model is used to predict
the unlabelled data to generate soft labels [30]. Then the soft labels are considered as
correct labels and the training is continued by combining labelled and soft labelled data.
In this way, the unlabelled data can be used to help the model training. Meanwhile,
semi-supervised XGBoost adds a regularity term to minimise the distance between the
labelled and unlabelled data in the feature space to make the learned model smoother
and more stable.

3.2. The process of implementation of the employment forecasting model. A
tree structure is constructed for the sample setD = {(xi, yi)} where |D| = n, xi ∈ Rm, and
yi ∈ R. The feature vectors xi and labels yi are the feature vectors and labels respectively,
and the training results of the merged subtrees yield the results shown below:

ŷi =
K∑
k=1

fk(xi), fk ∈ F (27)

where F = {f(x) = aq(x)} denotes all the subtrees, q is the leaf node, T is the total number
of leaves, and the weight occupied by q of each tree fk is ω. The objective function is
established through each subtree as shown below:

Obj(Θ) =
n∑

i=1

l(yi, ŷi) +
K∑
k=1

Ω(fk) (28)

Ω(f) = L1T +
1

2
L2∥W∥2 (29)

where Ω denotes the regular term, L1, L2 are the regular parameters.
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In Boosting algorithm, each prediction result is related to the previous prediction result
as follows: 

ŷ
(0)
i = 0

ŷ
(1)
i = f1(xi) = ŷ

(0)
i + f1(xi)

ŷ
(2)
i = f1(xi) + f2(xi) = ŷ

(1)
i + f2(xi)

· · ·

ŷ
(t)
i =

t∑
k=1

fk(xi) = ŷ
(t−1)
i + ft(xi)

(30)

where ŷ
(t)
i denotes the training result of the t-th time, which is obtained by substituting

Equation (30) into Equation (29):

Obj(t) = L(t) =
n∑

i=1

l((yi, y
(t−1)
i ) + fi(xi)) + Ω(ft) + cons tan t (31)

Optimising the last item gives:

Obj(t) =
n∑

i=1

[gift(xi) +
1

2
hif

2
t (xi)] + Ω(ft) (32)

The regular term Ω(ft) can be transformed as:

Ω(f) = L1T +
1

2
L2

T∑
j=1

w2
j (33)

Note that L1 determines whether or not XGBoost’s tree continues to fork, while L2

controls the weight of regularisation. It needs to be set according to the actual situation.
A Taylor expansion of Equation (33) is obtained:

Obj =
T∑

j=1

[(
∑
i∈Ij

gi)wj +
1

2
(
∑
i∈Ij

hi + L2)w
2
j ] + L1T (34)

To continue solving Equation (34), we assume the following definition:

Gj =
∑
i∈Ij

gi, Hj =
∑
i∈Ij

hi (35)

According to Equation (35), Equation (34) is transformed into:

Obj(t) =
M∑
j=1

[Gjωj +
1

2
(Hj + L2)ω2

j ] + L1M (36)

The optimal value of the j -th leaf ω∗ and the optimal solution of the objective function
obj∗ can be obtained according to Equation (36).

ω∗
j = − Gj

Hj + λ
, obj∗ = −1

2

T∑
j=1

G2
j

Hj + λ
+ γT (37)

After finding the most weights of all the leaves, the optimal decision tree structure is
obtained.

We perform a descending ordering based on the results obtained in Equation (26) and
traverse the feature space using a forward addition strategy. We add one feature at a
time, one at a time, and the corresponding feature set is X1, X2, . . . , Xm (where m is the
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number of features contained in the feature subset), and then calculate the classification
prediction result accuracy of the current feature set by using the semi-supervised XGBoost
algorithm, which is obtained as ai. If ai < ai−1, then the feature xi is removed from the
feature set X, and so on. The cycle continues until the end.

4. Experimental results and analysis.

4.1. Data sources and data preprocessing. In order to verify the performance of
weighted feature selection and XGBoost algorithm in the field of employment prediction,
Matlab is used for example simulation.

The experimental data comes from the employment management platform of a Chinese
university, and the dataset contains the information of graduates for three years from 2019
to 2021. There are more than 86, 208 records in the dataset, of which 70% of the dataset is
selected as the training set and the remaining 30% as the test set. Graduate employment
data contains data from multiple management statistical system databases, such as school
registration management and graduate employment, and it is necessary to make certain
integration of the basic school registration information, personal information of graduates,
and employment and other relevant features to be analysed and studied in this paper, and
carry out data preprocessing of all aspects of the information of the graduates, and select
the method of removing or filling the missing values according to the specific situation,
and fill or delete the abnormal values. Fill or delete the abnormal values.

Firstly, the research and analysis of the factors influencing the employment of gradu-
ates were initially formulated to obtain the following information related to graduates:
students’ individualised data, their performance in school (including comprehensive and
professional grades, extracurricular practices, etc.) and their employment status, of which
the basic data of students is shown in Table 1.

Table 1. Student basic information.

Causality Nicknames Data type
Name and surname XM Varchar(20)
Student number XH Varchar(20)

Distinguishing between the sexes XB Varchar(2)
(a person’s) age NL Varchar(20)

Weight TZ Varchar(20)
Birthplace CSD Varchar (30)

Employment or not SFJY Varchar(2)
Name of unit DWMC Varchar (50)
Unit address DWDZ Varchar (50)

Job Information GWXX Varchar (50)
Computer level JHI Varchar(20)

... ... ...
English level YYSP Varchar(20)

The optimal subset of features derived from the weighted feature selection proposed in
this paper is 1-14, totalling 14 features. Then, based on these 14 features, subsequent
employment prediction experiments are conducted.

4.2. Comparison of feature selection results. In order to verify the effectiveness of
the proposed weighted feature selection algorithm, it is compared with maximum corre-
lation, chi-square test and MI.



Employment Prediction on Semi-Supervised ML 983

Classification predictions were made using the semi-supervised XGBoost algorithm on a
subset of features selected by the four feature selection algorithms. Subsequently, the clas-
sification accuracy of the classification model is calculated using cross-validation method.
The experimental results are examined to make a judgement on the performance of the
algorithms proposed in this paper.

The four algorithms mentioned above were used for feature selection on the dataset and
trained using semi-supervised XGBoost. The comparison of the results after performing
five cross validations is shown in Table 2, where Fnum denotes the number of features.

Table 2. Construction of prediction model based on different feature selection
algorithms

Feature selection algorithm Fnum Precision Recall F-value
MI 9 0.9468±0.0332 0.945 0.9459

Chi-square (math.) Test 35 0.9654±0.0203 0.963 0.9642
Maximum relevance 16 0.9703±0.0207 0.968 0.9691

Weighted feature selection 14 0.9732±0.0200 0.970 0.9716

It can be seen that the weighted feature selection method proposed in this paper has
a Precision of 97.324% and a Recall of 97.0%, both of which are a little better than
the other three feature selection methods. The MI-based feature selection algorithm
performs better in dimensionality reduction, but the classification accuracy is lower. The
feature selection algorithm based on chi-square test performs lower than the other methods
in feature dimensionality reduction. The comparison shows that the weighted feature
selection method proposed in this paper is able to select a subset of features with relatively
low feature dimensionality and optimal classification performance.

4.3. Effect of regularisation parameter on prediction. Figure 3 demonstrates the
accuracy of employment prediction for different values of L1 and L2 for the semi-supervised
XGBoost model. It can be seen that the values of L1 and L2 have a more significant effect
on the accuracy of employment prediction. When L1 = 0.2 and L2 = 1, the accuracy is
at its highest point. When L1 = 0.83 and L2 = 1, the accuracy is at the lowest point.
Therefore, the regularisation parameters L1 = 0.2 and L2 = 1 are chosen for the XGBoost
algorithm in this paper.

4.4. Comparison of Prediction Accuracy of Different Algorithms. The training
and testing sample sizes are selected as 2000 and 1200 respectively. using Matlab software,
the prediction simulation of Random Forest [31], Integrated Regression Tree [20], Gradient
Boosting [32] and this paper’s algorithm are carried out respectively, and the results are
shown in Figure 4.

It can be seen that the employment prediction accuracy improves with increasing pre-
diction time. The Random Forest is the first to start converging when the computing
time reaches about 66s. The integrated regression tree begins to converge at about 72s.
The prediction accuracy of Gradient Boosting and the algorithm in this paper stabilises
at about 78 s. The employment prediction accuracy of the algorithm in this paper is
the highest when all the algorithms are stable. When all the algorithms were stable, this
paper’s algorithm had the highest employment prediction accuracy of 0.93.

4.5. Prediction time performance. The prediction time performance of the above four
decision tree based algorithms is compared below and the simulation results are shown in
Figure 5.
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Figure 3. Prediction accuracy with different regularisation parameters

Figure 4. Prediction accuracy of different algorithms

It can be seen that the Random Forest algorithm performs the best and the Integrated
Regression Tree algorithm is the worst in terms of prediction time performance. Both
Gradient Boosting and the proposed model need to build a tree structure and iterate
several times to find the optimal solution, so they consume more time. When the number
of student samples to be predicted is large, the proposed model and Gradient Boosting
algorithm consume very similar time for employment prediction.
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Figure 5. Prediction time of different algorithms

In summary, the proposed model has the highest prediction accuracy and the Random
Forest algorithm has the best prediction time performance in terms of employment pre-
diction. Although, the time required by the algorithm in this paper increases when the
number of student samples to be predicted is large. However, collectively, the proposed
model ensures both high accuracy and no significant increase in prediction time as in the
case of the integrated regression tree algorithm.

5. Conclusion. This work introduces weighted Euclidean distance based on maximum
correlation according to the principle of filtering feature selection, which reduces fluctu-
ations in different datasets and environments by combining the weighting information of
various features. After completing the weighted feature selection, a semi-supervised ma-
chine learning method based on XGBoost is introduced. The discriminative model form
of semi-supervised learning is used to learn and judge the new dataset, which further
improves the accuracy of prediction. The comparison shows that the weighted feature se-
lection method proposed in this paper is able to select a subset of features with relatively
low feature dimensions and optimal classification performance. The proposed model can
make use of a small amount of labelled data in a new dataset to label a large amount
of unlabelled data, which improves the prediction accuracy. However, the training time
of XGBoost may be long for large-scale datasets. Follow-up studies will try to improve
the training speed by tuning the parameters and using distributed computing frameworks
such as Dask or Spark.

REFERENCES

[1] Y. A. Chen, R. Li, and L. S. Hagedorn, “Undergraduate international student enrollment forecasting
model: An application of time series analysis,” Journal of International Students, vol. 9, no. 1, pp.
242-261, 2019.

[2] H. Mishchuk, I. Roshchyk, J. Su lkowska, and S. Vojtovič, “Prospects of assessing the impact of
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