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ABSTRACT. In view of the serious imbalance between the actual amount of tourists and
tourism resources, this article suggests a seasonal tourism demand forecast on the ground
of machine learning in a big data environment. Firstly, the factors affecting the season-
ality of tourism are analyzed, and three factors, tourism subject, tourism resource and
tourism object, are obtained. The correlation degree of these three factors is analyzed by
using grey series. Then, the dimensionality of the influencing factor data is decreased
to a lower dimension through data dimensionality reduction technology to keep off over-
lapping problems. Secondly, genetic algorithm is adopted to make optimal the heavy and
bias of BP neural network, taking dimensionality reduction factors as input variables,
selecting and eliminating individuals according to fitness function, and finally finding the
optimal solution to obtain the goal of accurate prediction. The simulation outcome in-
dicates that the MAE, MAPE, RMSE and RMSPE of the seasonal tourism forecasting
model designed on the ground of machine learning in this paper are 13.73, 2.49%, 18.82
and 3.68%, respectively, which are lower than the comparison model and greatly enhance
the forecasting performance.

Keywords: Machine learning, Seasonal tourism, Demand forecast, Neural network,
Genetic algorithm

1. Introduction. As information technology developping, large-scale structured and un-
structured data are constantly generated, forming big data and opening a new era [1]. Big
data has the feature of large scale, many types, fast production speed and high value. The
concentration of big data analysis and research in various area is how to tap out the po-
tential value in big data. In recent years, tourism demand has been growing, and tourists’
travel has generated a large amount of tourism data, and these multi-source heterogeneous
data have formed a massive tourism big data. Tourism big data includes content actively
uploaded and shared by tourists, as well as hidden data obtained by tourism manage-
ment departments [2,3,4]. At present, the brisk growth of machine learning has gradually
begun to analyze and apply complex data in various area, and great outcome has been
obtained in application process. Applying machine learning to tourism big data analysis
can greatly enhance the management level and economic benefits of the tourism industry.
At present, user-generated content data is the main data type of tourism research, which
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plays a significant role in tourist emotion analyse, tourism behavior analysis, tourism mar-
keting and tourism recommendation. By analyzing temporal and spatial characteristics
of tourist behavior, the task of tourism prediction can be realized. The data related to
tourism activities can mainly be used as the forecast of tourism demand, and the future
tourism demand can be forcasted by historical data.

1.1. Related Work. Nowadays, machine learning has been extensively adopted in the
area of tourism demand forecasting with its strong forecasting ability (especially for non-
linear forecasting) [5]. For tourism demand forecasting, the overall performance of ma-
chine learning has been shown to outperform traditional time series models and econo-
metric models. Machine learning used to predict the arrival of Japanese tourists in Hong
Kong outperforms methods such as multiple regression, exponential smoothing and mov-
ing average [6]. Li et al. [7] used the improved BPNN model to forecast and analyze
the amount of tourists in a certain place in China. Fritz et al. [8] established a time
series model when predicting the number of air tourism in Florida, a local American
state. Kaynak and Macaulay [9] used Delphi technique method and regional database to
predict local tourism development. In terms of the study of Song and Li [10], time series
analysis, econometric model and artificial intelligence is the most popular categories of
forecasting methods [11]. Differential autoregressive mobility model (ARIMA) has been
widely used in tourism demand forecasting with great performance [12, 13,14, 15]. In
addition, Chaitip explores two different statistical models in the application of travel de-
mand forecasting, where the ARIMA model does not always outperform the others, it
performs well in traditional econometric models, but sometimes not as well as machine
learning methods. For example, using Hong Kong’s travel demand to be an instance, Cho
[16] contrasted some normal visitor forecasting technology: exponential flating, univariate
ARIMA, and he judged that the performance of artificial neural networks is superior to
the another forecasting models.

Exponential smoothing (ES) and generalized autoregressive conditional heteroscedas-
ticity (GARCH) are also commonly used as benchmark models for tourism forecasting
[17, 18], and other econometric models have also been used in tourism demand forecasting
models. For example, the Error correction model (ECM) [19]. Support vector machine
(SVM) was first applied to tourism demand forecasting in the late 1990s. Empirical re-
sults show that compared with time series model and multiple regression model, SVM can
obtain better prediction accuracy without special qualification, and is generally superior
to time series model and multiple regression model [20, 21, 22]. Durbarry and Sinclair
23], Li et al. [24] used the Generalized dynamic factor model (GDFM) to predict the
number of tourists in Beijing. Durbarry and Sinclair et al. adopted the market share
analysis method to make an empirical analysis of tourism demand in France. Alegre and
Pou [25] calculated the duration of tourists’ stay in the Mediterranean Sea when modeling
tourism demand and added it into the model as a supplementary explanatory variable.
When predicting the amount of inbound tourists, Koc and Altinay [26] also divided the
tourism market horizontally and analyzed the temporal and spatial changes of inbound
tourists’” consumption. Yu and Wang [27] used MATLAB tools to establish a BP neural
network model to forecast a tourist volume in Beijing. Claveria and Torra [28] used three
various models to forecast tourism demand, and found that ARMA model had the best
fitting effect and the smallest model error. Hassani et al. [29] used the singular spectrum
analysis model to forecast the tourists’ amount in the United States, finally got the out-
come that the prediction error of the model was small. Kim and Lee [30] took exchange
rate and other tourism price characteristics as input variables when predicting inbound
tourism demand in South Korea, and lastly found that exchange rate and relative price
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contributed the most to tourism demand, while the two proxy variables of transportation
cost had no influence on tourism demand.

1.2. Motivation and contribution. From the above discussion, it can be seen that
there is an imbalance between the dispersion of tourism imagination and the actual num-
ber of tourists, bringing about the waste of a wide amount of tourism resources. Therefore,
accurate tourism demand forecasting is essential. In the current big data environment, this
article suggests a seasonal tourism demand forecasting method on the ground of machine
learning. The model first analyzes the incentives of seasonal tourism, and adopts the grey
correlation analyse algorithm to solve the three factors affecting seasonal tourism. Then,
the main factors of the seasonal tourism demand impact index are extracted through the
main analytic hierarchy process. At last, genetic manipulation is used to generate a new
BP neural network, select and eliminate individuals according to the fitness function,
and finally find the optimal solution, so as to improve the prediction operation of the
algorithm.

2. Related theoretical analysis.

2.1. BP neural network. It is also known as an error backward propagation neural
network. From its structural characteristics, it is a feedforward structure composed of
multiple nonlinear elements [31]. Its basic working principle is to reduce the error be-
tween the network neurons by comparing the output data with the actual data, and
then adjusting the beginning weights and initial thresholds between the network neurons
in terms of the comparison results. Neuron is the most basic building block, and the
relationship between its input and output is as follows:

S
F:f(ZYjHj+a> (1)

where F'is neuron output, f is the transfer function, Yj is neuron input, H; is the system
number before other neurons connected to this neuron; a = Hy is the initial qualification
value. According to the above settings Y = (y1,¥2,....,4s), H = (h1,ha, ..., )T, and
Y.H + a = m, then there is z = f(m).

In general, the model can be separated into three layers: input layer, hidden layer,
and output layer. Contact with cross-flow between each other is realized through the
initial values of neurons, and there is no communication between neurons in the layer.
The network input is y;, the output is x5, and the input layer and the hidden layer are
connected by weight hj;. At the same time, the obscured layer is t;, the threshold of
the obscured layer is ¢;, and the threshold of the output layer is s,.. The hidden layer
and the input layer are connected by weight ¢;;. Among them, the obscured layer ¢; is
obtained by summing the enter layer y; and its corresponding weight h;;, subtracting the
obscured layer threshold ¢, and then passing the function f. Then the hidden layer and
the network input are expressed for Equation (2) and Equation (3) respectively.

ti=f (Z yihji — ¢i> (2)

s =0 (Z tjgis - Sr) (3)
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2.2. Genetic algorithm. It is a heuristic comb method on the ground of the process
of biological evolution. Due to genetic algorithm is a global comb algorithm [32], it
can effectively avoid local optimal challenge of the iterative process. Moreover, genetic
algorithm takes the fitness function as the basis for judging whether the method found
in the iterative procedure is optimal solution, without relying on other conditions, and
has the characteristics of easy operation and parallel optimization. The most significant
thing is that the current research and use of genetic algorithm has become mature, and
then solve many problems in the procedure of using the algorithm, and offer greater
convenience for users.

Start

v

Population initialization

v

Fitness calculation <

v

Genetic manipulation

No

Whether the termination condition is met

End

Figure 1. Genetic algorithm flow chart

Figure 1 displays the basic flow chart of genetic algorithm, which is able to be concluded
as follows:

(1) Initialization. Using Equation (4) to code the solving issue, the goal is to convert
the problem to be solved into a language that the computer can recognize.

dRy, (s) 1 dR(n+1) 1
ds  R(n) ds )

where f represents the encoding function, s and n represent the sequence number and
number of the population respectively, and R represents the real digitalization function.

(2) Individual evaluation. The cost of suitable routine is the basis to judge the merits
of individuals in the population, and then provides a standard for a series of operations
such as selection and crossover.

(3) Genetic operator. Mainly includes selection, crossover, mutation and other opera-
tions, the basic principle is to optimize the individual gradually through the above series
of operations. The cross operation and mutation operation of chromosome ¢; and chro-
mosome dy, at position 7 are shown in Equation (5) and Equation (6), respectively. Where

In (S) =
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v and h are the current and maximum iterations respectively.

Ci; = Cli(l — d) + Cjid (5)
Cji = Cjz‘(l — d) + Clid

_ Cx + (Ca: - Cmax)f(U>, h > 0.5
= { Cy + (Cmin - Cm)f(v>, h < 0.5 (6)

(4) Stop strategy. Under ideal conditions, through continuous iteration, the optimal
solution will eventually be found, but due to limitations in various aspects, such as time
and resources, it can be stopped when the result has reached the expected value or the
iteration times have reached the pre-set value.

3. Correlation analysis of seasonal tourism influencing factors.

3.1. Analysis of seasonal tourism incentives. The reason of tourism seasonality re-
lies on the tourism subject, the condition of tourism realization and the tourism object.
As shown in Figure 1, tourism is a human behavior, the most concerned is as the main
body of tourism activities: tourists. In terms of the motivation and main goal of tourism,
tourists can be divided into: recreational tourists, cultural tourists, official tourists, fam-
ily and personal affairs tourists, fitness tourists. However, there are obstacles between
tourism need and tourism realization. Only by overcoming these obstacles, can the latent
tourism need be transformed into the tourism demand that has practical significance for
tourists and tourism commodity operators. From the perspective of external conditions,
whether tourists travel depends on discretionary income, discretionary time, etc. From
the perspective of space conditions, people’s travel demand, especially the middle and
long distance travel demand, is generally difficult to meet in peacetime, and only during a
long holiday can travel, so the peak passenger flow is often relatively concentrated in time.
On the ground of meeting the tourism conditions of tourists, then select the correspond-
ing tourism objects, that is, tourism resources. The emergence of tourism seasonality is
largely caused by the characteristics of tourism resources. Many sceneries display different
beauty throughout the year; Some scenic spots have special seasonality, only in a certain
season and time will present the best scenery, and finally appear the peak season and low
season of tourism.

[ Income | [Spare time] [ Space | [ Mind and body |

The conditions of tourism realization
Tourism subject: tourists

Recreational | Cultural Official Aesthetic egional Officnon-
type knowledge type type """ difference transferabilityial

Tourism seasonality

Figure 2. Seasonal factors affecting tourism

Tourism object: tourism resources
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3.2. Construction of factor correlation degree. The basic idea of seasonal tourism
correlation degree construction is to convert the data series among various factors into gray
series respectively, and find out the most influential factors by comparing the correlation
degree between various series as the input of machine learning. The computation process
is as follows:

(1) Determine the analysis succession: determine the feature sequence (parent sequence)
7(1) and the associated sequence (subsequence) x;(1).

(2) Dimensionless variable: this article uses the beginning cost of the series to carry
out dimensionless processing, as shown in Equation (4).

x; (1)
() = =
X;(1)
where [ =1,2,3,...,m, 7 =1,2,3,...,n.

(3) Compute the correlation coefficient: the correlation coefficient of (1) and x;(I) is
as follows.

(7)

bi(1) = min,;min; |y(l) — z;(1)| + fmax;max; |y(l) — z;(1)|
’ ly(1) — z;(1)] + Bmax;max; [y(1) — z;(1)]
record: Aj(l) = |y(l) — z;(1)| , then:
~ minyminA;(1) + fmax;max;Aj (1)
¢i(l) = JAj(Z) i ﬁmaxjma;lAj(l) : )

where § € (0,00) is denoted the resolution coefficient, which is introduced to enhance
the significance of the difference between ¢. The greater [ is, the greater the resolution
is. In all, the cost peak of 3 is (0,1). When £ < 0.5463, the resolution is the best.

(4) Computation of related degree. There are many related degree values of the cor-
relation coefficient. As the message is too dispersed for every contrast, it is essential for
requiring the average value of the correlation degree value, concentrate the related coef-
ficient of each indicator into one value, and express it as the number of related degrees
among the contrast kinds and the cited series. The related equation is as follows.

(8)

1 m
3@:%2¢j(1),l:1,2,3,...,m (10)
=1

(5) Correlation degree ranking: The correlation degree of each factor is ranked from
high to low, if, then the characteristic series is more similar to the correlation series.

4. 4. Seasonal tourism demand forecast based on machine learning.

4.1. 4.1 Data dimensionality reduction of seasonal tourism demand factors.
On the basis of the above construction of the correlation degree of seasonal tourism fac-
tors, this paper mainly constructs a seasonal tourism demand prediction model based on
machine learning and makes predictions. First, data dimensionality reduction technology
is used to extract the main factors affecting seasonal tourism demand and reduce the
dimensionality data of factors affecting seasonal tourism to a lower dimension. Then, the
extracted main factors are taken as the enter of the BP network model. Aiming at these
problems of unstable forecast outcome and low accuracy caused by defects such as random
assignment of the weight threshold of BP neural network, genetic method is introduced
to make optimal the weight and bias parameters of BP neural network, so as to improve
the performance of seasonal tourism demand prediction. The model structure is shown
in Figure 3.

Principal Component Analysis (PCA) is a usually used message dimensionality simpli-
fication technology that is able to convert high-dimensional message to a low-dimensional
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Figure 3. Model structure

representation while maximizing the retention of message in the data. The basic meaning
of PCA is to convert the initial data into a set of novel variables, which are linear combi-
nations of variables in the initial data and have certain special properties, that is, they are
independent of each other and have the maximum variance in turn. Through PCA, this
paper reduces the data of factors affecting seasonal tourism to a lower dimension, while
retaining most of the information of the original data to achieve the purpose of data sim-
plification. As a complex problem, the demand for seasonal tourism is analyzed based on
the five main factors (recreational tourists, cultural tourists, official tourists, family and
personal affairs tourists, fitness tourists) and three object factors in the previous section.
Among the selected indicators, there is a certain information overlap problem to some
extent. In order to reduce the correlation between the factors and make the prediction
results of the model more effective and accurate, the index variables were reorganized,
and the common factors were grouped into one class, and the principal component scores
were re-extracted to forecast the seasonal tourism demand.

(1) Data preprocessing. The matrix Y of m indexes of the original g-dimensional

random variable is standardized to obtain X. Normalized to: z;; = u, where X =

t;
{J:ji}’ Y = {yji}7 .7 = 1a27"'7Q'

(2) Discover the related coefficient matrix S. S = )fnT_)f :

(3) Dealing with the feature equation of the correlation matrix S: |S — ulg| = 0, solve
the equation to find the eigenvalues and eigenvectors of the coefficient matrix S. The
eigenvalue pu;, where i = 1,2,...,q, is obtained, and the eigenvalue is sorted from largest
to smallest. The eigenvalue represents the influence of the principal component. The
principal component that ultimately needs to be retained can be selected based on the
feature root (< 1) or the cumulative variance explanation rate (> 85%). At the same time,
the utilization rate is generally represented by the cumulative variance explanation rate.
Then the eigenvector Sa = p;a corresponding to the eigenvalue p; is solved according to
the following equations.

;Mi
Z; > 85% (11)
;Hn’
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(4) Determine the principal component: U; = zja;. Where 1 = (21, Toi, - - -, Tni),
Uj=Uj,Ujs,...Ujy) j=1,2,....n,i=1,2,...,q. For U, the first principal component,
the second principal component, and so on, a total of n principal components are selected.

(5) Calculate the principal component load, and obtain the correlation coefficient be-

m
tween the corresponding principal component and the variable: R, = > Zq: QT

i=1j=1
4.2. Seasonal tourism demand forecast based on machine learning model. Through
the main analytic hierarchy process (PCA) in the above section, the main factors of the
influencing indicators of seasonal tourism demand are extracted, and three principal com-
ponent indicators (subject, object and resource) are obtained and used as input variables
to forecast seasonal tourism demand. There are only three input variables and one out-
put variable involved, so only one input layer, one hidden layer and one output layer are
required. In this paper, genetic algorithm is used to search the parameter space of BP
neural network to find the optimal weight and bias. In genetic algorithms, a BP neural
network is treated as an individual whose weights and biases are encoded as genotypes
and its performance is evaluated using a fitness function. Genetic manipulation is then
used to generate a new BP neural network, select and eliminate individuals according to
the fitness function, and finally find the optimal solution. The flow chart of optimizing
BP neural network by genetic algorithm is indicated in Figure 4.

| Model parameter setting |

v

| Initial population |

v

| Computational fitness |

v

| Initial population |

v

| Genetically manipulate |« | Mutation

|  Computational fitness |

Whether the maximum
number of iterations is
reached

Meet expectations or not

The optimal individual network is
trained by BP algorithm

End

Figure 4. Optimization of BP neural network flow chart by genetic algorithm

(1) Conduct training and testing on the number of nodes in different hidden layers to
find out the optimal neural network structure. The input value J; of the ¢ node in the
hidden layer is calculated as shown in the following equation, where y; represents the
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position of the j-th neuron; H; represents the weight matrix between the hidden layer j
and the previous layer.

Ji:ZHyj+Ci (12)

j=1

The calculation of the output value (); of the hidden layer ¢ node is shown in the next
equation. Here, ¢ represents the hidden layer excitation function.

Qi=9¢(Ji) =¢ <i Hjy; + Ci) (13)

The input value J of the output layer is calculated as shown in the following equation.

p p n
J:ZHiQi—l—c:ZH,;(b (ZijJ“i‘Ci) +c (14)
i=1 i=1 j=1

(2) The optimal neural network is pre-trained for a certain amount of times, and the
value range [Finin, Finax] of weight and threshold is obtained, and calculate the individual
fitness value F.

m

F =LY cdt(z; - Q) (15)

j=1
(3) Compute every peculiar evaluation affair and rank it. Network peculiar is able to

M

be selected in terms of the following credibility value: ¢; = h / > h; , where h; is the
j=1

adaptation value of individual 7, which can be extented by the fault square, that is

q

hy =YY (Gi—5) (16)

where j = 1,2,..., M is the number of chromosomes, | = 1,2,3,4,5 is the number of
output node layers, ¢ = 1,2, 3,4, 5 is the amount of learning samples, and S is the target
value.

(4) The cross operation of individuals v; and v;4; with probability @p generates new
individuals v; and v}, ,, and the peculiar without cross function is directly copied.

(5) Use probability @n mutation to produce a new individual of v;.

(6) Insert novel peculiar into population @ and use Equation (17) to compute rating
operation of novel peculiar.

Q=0(J) = 6(Q_ Hi®(Y_ Hyy; + ) + ) (17)

(7) If a satisfactory new individual is found, end, otherwise go to Step (4).
After all the required performance indicators are achieved, the optimized weight coef-
ficient can be obtained by decoding the most individual in the final population.

5. Performance test and analysis.



Seasonal Tourism Demand Forecasting on ML in Big Data 1041

5.1. Prediction result analysis. To assert the deed of the forecast model suggested
in this article, Hong Kong, China is selected as the target city, and its monthly tourism
volume is taken as the empirical research data to scientifically evaluate the accuracy and
effectiveness of the designed forecast framework. In this article, monthly inbound visitor
data for Hong Kong (January 2011 to August 2022) is collected from the WIND database
(http://www.wind.com.cn/). From the collected data, we can see that the amount of
tourists arriving in Hong Kong is seasonal and volatile, especially in February 2020, there
was a " breaking point” phenomenon. For the purpose of verifying the performance of the
prediction methods proposed in this article, the methods mentioned in literature [12, 16,
21] were also compared with this database, and all experiments were done on the Python
platform of personal computer. For the convenience of analysis, reference [12] is denoted
as FPTD, reference [16] as CTDA, reference [21] as CFTD, and the algorithm in this
paper is denoted as STDF.

As can be seen from Figure 5, only the BP network is used in the tourist demand
forecast of Hong Kong for each quarter from January 2020 to June 2022, marked as 1,
2, ... ,10. The fit degree of the early test set is not high, but the predicted number of
tourists from June to August 2019 has a good consistency and high coincidence degree
with the real amount of tourists. Moreover, when the amount of tourists enters the peak
period, the divergence among the forecasted value and the true data becomes larger and
larger, which is because the amount of tourists fluctuates greatly during the peak period.
The use of historical data in the early learning period retained little information, coupled
with the impact of holidays, so in the later period of the test set, the predicted outcome
deviated from the actual results.

—--@—-- Predicted value of BP model
—— Actual attendance
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quarter

Figure 5. Prediction curve based on BP model
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Figure 6. Prediction curve based on STDF model

The steps of establishing the STDF model on the ground of adding the genetic probabil-
ity value are similar to those above, as shown in Figure 6. On the ground of BP network,
STDF model was established by introducing genetic factors. Comparing the forecasted
value and the actual tourist volume, it can be intuitively seen from the two line charts
that the forecasted value of the STDF model is closer to the actual tourist volume line
and almost coincides, which indicates that the forecast mistake is small. The Internet
search data information in this period can effectively predict the number of Hong Kong
tourists in advance and effectively monitor the number of future tourists with timeliness.

5.2. Comparative analysis of predictive performance. For the goal of evaluating
and compare the prediction accuracy of the methods, four evaluation criteria commonly
found in literature were adopted, including mean absolute error (MAE), mean absolute
percentage error (mean absolute percentage error), and mean absolute percentage error
(MAE). MAPE, root mean square error (RMSE), and root mean square percentage error
(RMSPE), as indicated in Table 1.

As can be seen from Table 1, the CF'TD model with the introduction of genetic factors
has higher prediction accuracy than the CTDA model, and MAE, MAPE, RMSE and
RMSPE all decline, among which MAPE drops to 4.54% and RMSE to 26.17. Compared
with the single model CTDA, the FPTD model STDF with the introduction of BP neural
network model has a significant improvement in the horizontal accuracy, especially when
all weights are used as predictors, the prediction accuracy is further improved. MAE,
MAPE, RMSE and RMSPE decreased to 28.74, 6.39%, 34.91 and 7.82%, respectively.
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Table 1. Comparison of model prediction performance.

Model MAE MAPE(%) RMSE RMSPE
CTDA 32.96 7.48 38.19 9.54
FPTD 28.74 6.39 34.91 7.82
CFTD 21.97 4.54 26.17 5.23
STDF 13.73 2.49 18.82 3.68

Finally, the seasonal tourism demand forecasting model based on machine learning pre-
sented in this study showed the best forecasting effect, with MAE, MAPE, RMSE and
RMSPE of 13.73, 2.49%, 18.82 and 3.68%, respectively. The empirical study found that
when tourism subjects, conditions of tourism realization and tourism objects are all taken
as input variables to predict tourist flow, the horizontal prediction errors are all lower than
other benchmark models. Therefore, combining the factors affecting seasonal tourism with
machine learning to predict the number of tourists can improve the prediction accuracy.

Table 2. Comparison of the relative improvement value RI

Model Reference model RI(%)
CTDA 24.58
FPTD Snaive 18.43
CFTD 11.71
STDF 3.94

Through the Relative Improvement value RI in Table 2, we can further intuitively see
the improvement effect of the STDF model suggested in this paper on MAPE compared
with the Snaive model. RI is an indicator that compares the relative size of the im-
provement effect of different schemes on a certain indicator. RI is often used to assess
the extent to which different regimens in an experiment or trial improve on an indicator.
The greater the value of RI, the greater the improvement effect. Compared with Snaive
model, CTDA model, FPTD model, CFTD model and STDF model are significantly im-
proved, and the relative improvement values of MAPE of CTDA model, FPTD model,
CFTD model and STDF model are 24.58%, 18.43%, 11.71% and 3.94% respectively. In
particular, compared with CTDA model, FPTD model and CFTD model, the prediction
effect of STDF model has been improved, and the relative improvement value of MAPE
of STDF model is within 10%, which further indicates that STDF model shows the best
prediction effect.

6. Conclusion. Aiming at the low forecasting performance of existing tourism forecast-
ing models, this paper proposes a seasonal tourism demand forecasting model based on
machine learning under big data environment. The model first analyzes the relevant fac-
tors affecting the seasonality of tourism, and analyzes their correlation degree. Then, the
high-dimensional factor data is transformed into low-dimensional representation, and at
the same time, the information in the data is preserved to the maximum extent, and the
re-extracted principal component score is used to forecast the seasonal tourism demand.
Secondly, genetic algorithm is adopted to optimize BP neural network to find the optimal
solution in large-scale search problems. Finally, the experimental outcome indicates that
the suggested method can greatly enahance the MAE, MAPE, RMSE and RMSPE of the
prediction model, and can be excellently applied to seasonal tourism prediction. Because
genetic algorithm can only optimize the weight and bias of one BP network each time,
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the training speed of genetically optimized BP neural network model is relatively slow. In
the future, we will consider using other more efficient optimization algorithms to replace
genetic optimization algorithms, such as gradient-based optimization algorithms.
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