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Abstract. The purpose of this paper is to present a new GAN-ID algorithm to gener-
ate interior scene intelligently based on Artificial Intelligence of Things (AIoT). Although
great progress has been made when GAN algorithm applied in smart homes and smart
cities, the issue of the trade-off between the accuracy and the efficiency in interior scene
has been overlooked. A number of experiments were performed to check the performance
and it is indicated that the results of the proposed GAN-ID has great advantages in
model sample generation than other common methods when generating interior scene
intelligently, which is similar to state-of-the-art. It is meaningful when it can be applied
in smart cities and smart homes filed based on AIoT in the future.
Keywords: interior scene generated; Artificial Intelligence of Things; GAN-ID algo-
rithm; Deep learning; Smart homes and Smart cities
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1. Introduction. Recently, the Artificial Intelligence-Based Internet of Things is the hot
topic that has received the most attention in the smart cities and smart homes filed, which
can be summarized by Wu et al. [1] and Lin et al. [2]. It is well known that all kinds of
intelligent devices and Internets were combined and integrated in smart cities and smart
homes then to provide the efficient and convenient daily life to satisfy the society and
the people and it can be referred to Wu et al. [3] and Liu et al. [4]. Despite the fact
that the Artificial Intelligence of Things (AIoT) served in smart cities and smart homes
has made headway, there are still existing some limitations between the efficiency and the
accuracy of the generated results when it put to use. Consequently, it has become one of
the primary issue to alleviate the gap between the trade-off of them.

In previous work, there are some researchers developed smart cities and smart homes
filed based on deep learning methods. In literature, in 2020, Ping et al. [5] put forward to
operate smart street litter detection and classification based on Faster R-CNN and edge
computing. And in 2021, Araujo et al. [6] presented an end-to-end prediction of parcel
delivery time with deep learning for smart-city applications to solve a real-world case of
last-mile parcel delivery time prediction. During this year, Balicki et al. [7] proposed to
use big data from sensor network via Internet of Things to edge deep learning for smart
city. Meanwhile, Zahra et al. [8] presented a method to build an efficient salient region-
based surveillance framework for smart cities which integrates a deep learning-based video
surveillance technique that extracts salient regions from a video frame without information
loss, and then encodes it in reduced size. At the same year, Natani et al. [9] proposed to
apply sequential neural networks for multi-resident activity recognition in ambient sensing
smart homes. In 2022, Avazov et al. [10] use the improved YOLOv4 network to study
fire detection method in smart city environments. Then Panja et al. [11] designed a deep
learning-based anomaly detection model at the edge in IoT smart home framework to
efficiently detect any malicious situation to ensure the safety from any illegal hacking.

In current years, Generative Adversarial Network(GAN) plays an essential role and has
become an hot issue in Artificial Intelligence-Based Internet of Things of smart cities and
smart homes. In 2020, Ibitoye et al. [12] propose a GAN based approach for privacy
preservation in smart homes which generates random noise to distort the unwanted ma-
chine learning-based inference. At the same year, Du et al. [13] put forward a mixed
GAN network to generate the geometry and texture coordination to realize 3D building
fabrication. Simultaneously, Shahid et al. [14] proposed to combine an autoencoder with
a GAN to generate sequences of packet sizes that correspond to bidirectional flows for
Internet of Things network traffic generation to serve for smart cities and smart homes. In
2021, Lee et al. [15] presented an eGAN model which is an edge detection for connectivity
in ambient intelligence environments. Also, Soleimani et al. [16] utilizes the Generative
Adversarial Network framework to perform cross-subject transfer learning in the domain
of wearable sensor-based human activity recognition for smart homes.

Huge achievements has been obtained when GAN put into use in Artificial Intelligence-
Based Internet of Things of smart cities and smart homes, however, it still exists some
challenges as follows:1) On account of the complexity of the model, it is usually based
on traditional software not intelligent algorithms to generate the scene for smart cities
and homes. 2) In virtue of the redundancy in the GAN calculation, it is neglected in the
transformation between the same type of models. 3) It is still a challenge to realize the
trade-off between the efficiency and the accuracy when the scene for smart cities and smart
homes generated by means of GAN. To address the problems aboved, a novel GAN-ID
neural network based on AIoT proposed in this study to generate interior design models,
which can be put into practice in smart homes and smart cities. The contributions in our
study are as the following:
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1. The GAN-ID algorithms based on AIoT is proposed in this study to generate interior
design models intelligently.

2. A novel optimization training is presented in our GAN-ID neural network to keep it
more stable.

3. A new objective function is proposed in our GAN-ID neural network to reduce the
consumption of the computing resources.

In this paper, it is divided into 4 sections as follows: In section 2, it introduces the
materials and methods, including the GAN-ID neural network and interior design event
streams. And in section 3, the results and discussion of our study have been discussed.
Finally, the study has been summed up.

2. Materials and Methods. As shown in Figure 1, it is the operation steps of the
whole GAN-ID based AIoT to generate interior design models intelligently for smart
homes. Firstly, one of several predefined styles should be selected by the user. Then
according to the selected style and the data learned from the data source, a reasonable
indoor configuration can be randomly arranged in the system. In the process of layout,
the rationality of the relative positions of each object would be checked in the system
firstly, and then the rationality of the object density would be confirmed, finally the
model parameters of the corresponding style according to the pre-training for further
fine-tuning would be obtained. When the scene is generated, the user can view the result
from a free perspective, including zooming in, zooming out, looking down, looking up,
etc.

Figure 1. The event stream of GAN-ID to generate interior design intelligently

2.1. Network Architecture. In the proposed GAN-ID neural network, the basic neural
network is GAN,which can be seen in Figure 2. It is obvious that GAN contains two
models, one is a generative model and a discriminant model. Generative models is to
generate instances that look natural and real, similar to the original data. Discriminant
model is to judge whether a given instance appears to be naturally real or artificial. The
process of judgment is similar to a zero-sum game. In layman’s terms, it is similar to
a businessman who makes counterfeit goods. In the process of being seen through by
customers, the businessman is also constantly imitating the real product in the process of
being noticed. Through repeated self-judgment and iteration. Finally, an idealized result
that achieves a Nash equilibrium is generated, and it is expressed as in Equation 1.

min
G

max
D

V (D,G) = Ex∼Pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (1)

The network D is trained such that the labels of the training samples are assigned with
maximum probability (maximize log(x) and log(1−D(G(z)))), i.e., the loss of maximizing
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D. In the training process, one party is fixed, the parameters of the other network are
updated, and the other network is iterated alternately to maximize the error of the other
party. Finally, G can estimate the distribution of the sample data, that is, the generated
samples are more realistic. It directly understands that the loss of the G attempt to
improve the general part of the calculation network log(1−D(G(z))), and the loss of the
D is − log(D(x)) + log(1−D(G(z))).

Figure 2. The architecture of the basic GAN

It is known that the training of the G network is to hope that D(G(z)) will be close
to 1, that is, the positive class, so that the loss of G will be the smallest. The training
of the D network is a 2-classification. The goal is to distinguish the real data and the
generated data, that is, it is hoped that the D output of the real data is close to 1, and
the output of the generated data, that is, D(G(z)), is close to 0 or the negative class.
This is where the idea of confrontation is embodied. As the training continues, G also in
turn affects the distribution of D due to the improvement of the G network. Assuming
that the fixed G network does not move and train D, then the training is optimal, and it
is expressed as Equation 2. Therefore, with Pg(x) tend to Pdata(x), D

∗
g(x) will approach

0.5. The G network and the D network are in a Nash equilibrium state and cannot be
further updated.

D∗
g(x) =

Pdata(x)

Pdata(x) + Pg(x)
(2)

2.2. Loss Function. In our study, the model objective function was shown in Equation
3. The noise z and the condition y are fed into the generator, when the data x and
the condition y are fed into the discriminator at the same time. GAN can be extended
to conditional models if both the generator and the discriminator are conditioned on
extra information y. And y can be any kind of auxiliary information, and performed
conditioning when fed it to the discriminator and generator as an additional input layer.
The result will be more directional.

min
G

max
D

V (D,G) = Ex∼Pdata
[logD(x | y)] + Ez∼p(z)[log(1−D(G(z | y)))] (3)
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The training in the original model relies too much on the randomness of the parameters,
which may lead to unstable factors in the training process. It can make the running time
more stable, and also greatly reduce the consumption of more useless computing resources.

In order to focus on the main direction of this experiment, our work has improved
the input parameter part of the Equation 3. Inductively integrate its corresponding input
condition Pdata(x) with the condition parameter y passed to the adversary G and the noise
z. Unified form a parameter t with the same structure, and it is expressed as Equation
4. It is defined that t mainly contains three parts of information. Input the relative
coordinate information of the furniture in the model, calculating the relative coordinate
information of the furniture in the pre-model and estimate the deviation ϕ.

min
G

max
D

V (D,G) = Ex∼Pdata(t)[logD(x | y)] + Ez∼p(z)[log(1−D(G(t)))] (4)

In Equation 5, it is seen that estimating the deviation is automatically calculated when
the parameters are formed. It is based on the difference sum of the relative displacements
of the same type of items in the model, which is close to 0 as the standard. The magnitude
of the absolute value of the bias estimator will adaptively adjust the magnitude of the
random model in the process of adversarial learning to further increase the probability of
effective learning. The expectation is to further save time in pre-model computation and
comparison of training results.

φ = E

[∑
i=1

(
tp(x,y,z)i − tm(x,y,z)i

)]
(5)

2.3. Materials and Data. All materials are taken from the Unity Asset Store, and the
materials and data source about this study in the experiment was from AssetDatabase,
which is an API that allows users to access resources in the project. In addition, it
provides methods for users to find and load resources, as well as create, delete, and modify
resources. And the style of the objects themselves is not considered in this experiment.
Just to explore the plausibility of relative positions and densities between items. In the
actual application scene, we can directly replace the object in the corresponding position
with the object of the same style, and it is expected to achieve good results. In Figure 3
and Figure 4, it is shown the cabinet material and the training data of our study.

Figure 3. The material of cabinet
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In general, we divide indoor objects into: carpets, lamps, sofas, coffee tables, ornament
tables, large cabinets, small cabinets, large potted plants, and small potted plants. These
categories. In the dataset, we also manually label the corresponding objects for the initial
batch of data models. Subsequent algorithms automatically label objects in subsequent
datasets based on the identification of the initial batch of objects.

Figure 4. The training data

2.4. Intelligent Scene Generated. After the generation type determined, the ”pre-
model” of the corresponding style generated by the GAN confrontation generation net-
work should be calculated firstly, and then an approximate imitation according to the
arrangement of the objects in the ”pre-model” should be performed. From which objects
should exist, to which objects are placed where. It contains certain random parameters
to ensure that the results will not be completely consistent with the ”pre-model”. Subse-
quent generated results are also saved as a separate data module to be added to the data
source used to generate the ”pre-model”.

Next, use a dictionary to match enumerated objects with material prefabs one by one.
According to the placement coordinates in space, use the prefab generation function to
generate it. The conversion of coordinates should be paid attention to. It is necessary to
convert the pre-calculated by GAN-ID, and it’s 3-digit array coordinates into the three-
dimensional vector coordinates of Vector3.

As shown in Figure 5, each prefab companied with a collider component, and it will
check for position-based plausibility by going through all of the placed objects colliding
with each other. For overlapping objects, it will be stored separately in a dictionary.
Make it fit and calibrate the pre-model until no overlapping objects appeared.

3. Results and Discussions. The GAN-ID algorithms is developed based on the Unity
platform, and the materials are selected from the Unity Asset Store. The training data
comes from the indoor scene based on Unity provided by the network. Through repeated
learning of a large amount of data, combined with reasonable algorithms, we can approx-
imate the reasonable placement of furniture. In order to ensure that our vision is feasible,
we have made a rigorous feasibility analysis of the entire project. The data comparison
can be seen in Figure 6, it is obvious that our proposed GAN-ID based on AIoT has
better performance than others, which is nearly 0.9. The entire scene will also perform
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Figure 5. The flow chart of whether the material collide

model matching detection. We will judge the similarity between the generated scene and
the model through the three dimensions of relative position, overall position, and regional
distribution. Quantize the values of the three parts, and then adjust for the parts with a
large difference. It is expected the population values approximated to a certain range. In
Figure 7 and Figure 8, it shows the accuracy and the efficiency of the presented GAN-ID
algorithms, which is 90% and 70%. Obviously,with the other three algorithms, the GAN-
ID algorithm has a slightly obvious accuracy advantage. The most important thing is
to have a very significant generation efficiency. It can be seen from the model matching
rate that a very ideal approximation result has been achieved after 3 matches. If you
pursue efficiency, you can choose to reduce the number of matches. If the matching rate
is greater than 80, the effect will not have too obvious violation.

Figure 6. The data comparison

What’s more, the input data as shown in Figure 9 and Figure 10, then the results of
the GAN-ID can be seen in Figure 11.
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Figure 7. The accuracy comparison

Figure 8. The efficiency comparison

Figure 9. The input data
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Figure 10. The input data

Figure 11. The generated results of the GAN-ID

4. Conclusions. To sum up, the presented GAN-ID algorithm based on AIoT proves to
be a meaning work and can put into practice in smart homes and cities. And it is obvious
that GAN-ID has great advantages in accuracy and efficiency in model sample generation
than other common methods. But there are existing some challenges in GAN-ID to be
addressed. The original generality of GAN algorithm can be limited by the normalized
computing model, which requires a lot of tedious fine-tuning. In addition, it is limited to
like unity3D environment when operating the intelligent interior design. So in the next
stage of our study, it mainly focuses on the aboved problems and make improvements on
the GAN-ID.
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