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Abstract. As sporting events become more and more competitive, many coaches are
beginning to use information technology to improve the professionalism of their athletes.
Monitoring and recognition of moving objects in sports video is currently a more common
method. However, the uniqueness of basketball sports video poses a great challenge to tar-
get tracking techniques, especially the interference of camera shake and noise. This works
suggests an athlete tracking method based on an improved Gaussian mixture model as a
solution to the concerns mentioned above. Firstly, the problem of stereo visual perception
in basketball sports videos is investigated. Secondly, the background modelling method
based on the traditional Gaussian mixture model is analysed, and the background model
parameter estimation method is constructed using the Student-t distribution. The param-
eter estimation is completed by the expectation-maximum algorithm and the parameter
space is partitioned. Then, in order to further improve the accuracy of target tracking,
a particle filtering optimization algorithm based on genetic algorithm was proposed in
order to eliminate the particle degradation. Finally, two video sequences of NBA regular
season games were used for target tracking tests. The experimental results show that
the proposed improved Gaussian mixture model has better target tracking results com-
pared with the traditional Gaussian mixture model and the generalised Gaussian mixture
model. The tracking accuracy of the athletes is higher, which validates the effectiveness
and advancedness of the proposed model.
Keywords: Basketball game; Video target tracking; Gaussian mixture model; Student-
T distribution; Particle filtering

1. Introduction. In real life, with the continuous development of computer vision tech-
nology, various new applications are emerging, such as face recognition, driving assistance,
robot control and video target tracking. Motion target detection and tracking systems are
intelligent recognition systems utilizing computerized image processing, pattern identifica-
tion, computer vision, and additional technologies [1,2]. Video target tracking technology
was first applied in the military field and is gradually being rapidly promoted in the civil-
ian sector. Target tracking technology can observe the properties and state of the tracked
target, so as to obtain the changes of the tracked target at different moments [3,4]. By
analysing these changes, the target can be tracked in real time. In general, video target
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tracking requires the analysis of video sequences in order to complete the detection of
moving targets, including background modelling, target detection and target tracking, in
order to obtain various motion parameters of the tracked target, such as acceleration,
velocity, and position [5,6].

Generally, basketball coaches rely on manual observation and experience to coach their
players’ technical movements. However, this approach is inaccurate and inefficient. By
collecting a large amount of video information from high-level athletes in their daily train-
ing and analysing this information effectively, the effectiveness of the athletes’ training
can be greatly improved [7,8]. With the increasing level of competition in sporting events,
many coaches are using information technology to improve the professionalism of their
athletes.

Motion target detection and tracking in sports video is a relatively common approach
today. Motion target detection and tracking belongs to the field of machine vision re-
search. Target detection is the analysis of the attributes of a moving target within a
video and is a prior condition for target tracking. The technique of determining the loca-
tion of a moving object of interest in each individual frame of a video sequence is referred
to as ”target tracking.” However, the presence of a large number of moving targets in a
sports video (with interference between them) and the large variation in the speed of the
targets makes it difficult to implement motion target tracking.

Motion target detection and tracking technology has been an important research area
of constant interest. At this stage, there are three main motion target detection methods
[9,10]: 1) optical flow method; 2) inter-frame difference method; 3) background subtrac-
tion method. Among them, the optical flow method has a higher detection accuracy, but
the complexity of the operation is greater and the sensitivity to illumination is higher,
so the scope of application is narrower. The inter-frame difference method has better
denoising ability, but is more dependent on the video sequence. The detection accuracy
will be reduced when the motion speed varies widely [11]. Due to its good applicability,
the background subtraction method has received a lot of attention and has become the
mainstream method in motion target detection techniques. The background subtraction
method is able to segment moving objects well and meets the needs of most video target
tracking applications [12,13]. The accuracy of the background subtraction method is not
affected by the speed of motion, and its detection performance is directly determined by
the performance of background modelling. In real application scenarios, factors such as
illumination changes [14], background interference, shadow interference and camera shake
can adversely affect moving target detection.

1.1. Related Work. Background subtraction based on probability statistics is currently
the most popular method and is divided into 2 main types: 1) parametric and 2) non-
parametric. Wang et al. [15] proposed an improved parameter estimation method for
background modelling based on probability statistics and applied it to different image
processing scenarios. Chu et al. [16] proposed a non-parametric method based on k-
means. Although the non-parametric method has better applicability, it can only be used
for shorter video sequences, so most studies prefer to use parametric methods. Li et al. [17]
proposed an embedded Mean Shift based particle filter target tracking. Delail et al. [18]
proposed an improved particle filter target tracking algorithm for colour adaptive fusion.
Quang et al. [19] proposed a target tracking technique based on particle filtering and
Laplace transform. All of these methods use a hybrid optimization strategy to improve
the performance of target tracking by combining advanced optimization algorithms with
particle filtering algorithms in order to compensate for the shortcomings of the background
subtraction method.
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In the field of sports video analysis, motion target tracking technology plays an even
more integral role. In practical terms, multiple cameras set up high up on the playing
field are used to acquire motion video of the game. Firstly, after image processing, we
can obtain various reference data. Then, based on the height and angle of the cameras,
the exact coordinates of the target in the actual space in the sports video can be cal-
culated. Secondly, by processing and analysing the captured images through computer
vision techniques, digital image processing and pattern recognition, the various statis-
tical data required can be obtained. Finally, by tracking the athletes in real time, the
trajectory of their movements can be analysed.

Tracking results can be used to correct subtle movement errors in training, thus im-
proving the athletes’ training results and game performance, a function that cannot be
achieved by traditional manual methods. However, in sports video, the colours of the
athletes and the background field may be similar, and the athletes are also obscured
from each other. The uniqueness of sports videos poses a great challenge to target track-
ing techniques. Therefore, the aim of this study is to propose an accurate and efficient
algorithm for basketball player tracking technology and to verify its feasibility.

A number of researchers have conducted long-term research on the detection and track-
ing challenges of sports video. Wu et al. [20] proposed a target detection and tracking
method based on optical flow recognition. Although this method effectively deals with the
problem of light occlusion in the playing field area, its large amount of operations (long
detection time) leads to poor early tracking results. Hou and Li [21] use the adjacent
frame difference technique for motion target detection, but the motion target points are
easily lost during the tracking process, so it is only applicable to sports events with simple
scenes. All of the above methods have major drawbacks and cannot accurately extract
the attributes of the motion targets. This is because the attributes of motion targets in
sports videos are affected by interference such as light and noise, so a more stable mathe-
matical model is needed to achieve the attribute extraction of motion targets in order to
enhance the effectiveness of target tracking. The Gaussian mixture model uses gradient
descent to optimise the parameters, which reduces the complexity of the algorithm and
effectively removes the influence of noise on image segmentation [22,23]. In addition, the
Gaussian mixture model has a good adaptive capability.

Due to the above advantages of Gaussian mixture model, this paper tries to apply it to
motion target tracking in basketball videos. However, in practical applications, the prob-
ability distribution of pixels in video sequences does not always conform to the Gaussian
distribution due to factors such as lighting variations and camera shake [24,25]. Student-
t distribution has better robustness in noisy test datasets due to its special statistical
properties [26,27], and thus may significantly aid in improving the precision of target
tracking.

Therefore, in this paper, an improved Gaussian mixture model based on parameter esti-
mation of Student-t distribution is proposed. First, the traditional background modelling
method based on a finite mixture model is analysed. Then the background model param-
eter estimation method is constructed using the Student-t distribution. The parameter
estimation is completed by the expectation-maximum algorithm and the parameter space
is partitioned.

1.2. Motivation and contribution. In addition, no a priori information exists for ath-
lete tracking in basketball video sequences, so a filter must be built and reasonably ini-
tialised to enable state detection of a moving target (athlete) when it enters the scene
(basketball court). In addition, the filter needs to be continuously updated to allow real-
time tracking of the moving target. Therefore, a particle filter optimisation algorithm
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based on a genetic algorithm is proposed in this paper. The simulation test results show
that the proposed improved Gaussian mixture model has better target tracking com-
pared to the traditional Gaussian mixture model and the generalised Gaussian mixture
model. The tracking accuracy of the athletes is higher, which verifies the effectiveness
and advancedness of the proposed model.

The main innovations and contributions of this paper include.
(1) To effectively remove the effects of jitter and noise on image segmentation, the

Gaussian mixture model was improved using Student-t distribution parameter estimation
in order to match the probability distribution of pixels in the video sequence. The param-
eter estimation was accomplished by an expectation-maximum algorithm, and the target
segmentation of the parameter space was performed.

(2) In order to further improve the accuracy of target tracking, a particle filter optimi-
sation algorithm based on a genetic algorithm is proposed. The particle filter and degra-
dation weights are used to detect whether a moving target appears in the observation
model, and a genetic algorithm is introduced to improve the particle filtering algorithm
in order to eliminate particle degradation.

2. Stereo visual perception in basketball sports videos.

2.1. Camera calibration. Stereo visual perception in sports video is essentially a prob-
lem of spatial localisation of a sports target. Determining the spatial position of the target
is for the transformation from image plane coordinates to spatial three-dimensional coor-
dinates, which involves camera calibration and visual model.

Camera imaging is based on the same principle as small-aperture imaging, i.e. perspec-
tive projection. There are three coordinate systems commonly used in camera calibration:
the image coordinate system [28,29], the camera coordinate system and the world coor-
dinate system. The task of coordinate system conversion is accomplished by establishing
the relationship between the image coordinate system and the world coordinate system.
In the two-dimensional coordinate system of an image, the coordinates of each pixel (u,v)
represent the number of columns and rows of the pixel in the array, as shown in Figure
1. (u,v) is the coordinate system of the image in pixels.

x

yv

u

(u0,v0)

O0

O1

Figure 1. Image coordinate system for camera calibration
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The world coordinate system is a coordinate system (X, Y, Z) defined in the 3D world.
The transformation relationship from the image coordinate system to the world coordinate
system is shown as follow:

s

 u
v
1

 =

 αx 0 u0 0
0 αy v0 0
0 0 1 0

[ R T
0 1

]
Xw

Yw

Zw

1

 = M1M2Xw = MXw (1)

M =

 m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

 (2)

where αx is the scale factor on the u-axis and αy is the scale factor on the v-axis.
M is the projection matrix, M1 is the internal camera parameter matrix and M2 is the
external camera parameter. The camera calibration is to determine the transformation
relationship between the image coordinate system and the world coordinate system, so as
to solve for the internal and external parameters.

2.2. Binocular stereo vision. In biological vision systems, the vast majority of organ-
isms have two eyes. Therefore, in a computerised stereo vision system, two images of
the same scene from different angles need to be acquired using a camera [30,31]. Then,
using the principle of three-dimensional reconstruction, the three-dimensional shape of
the scene is reconstructed by the computer, so that the spatial position information of
the object can be recovered. The principle of binocular stereo vision is shown in Figure
2.

test point P(x,y,z)ray 

axis
ray 

axis

Left camera Right camera

Figure 2. Principle of binocular stereo vision

2.3. Structured light stereo vision. When an optical projector is used instead of
one of the cameras in binocular stereo vision, the optical projector projects certain light
patterns, such as light planes and grid lines. Constraints need to be placed on the spatial
position of the scene object to obtain a unique coordinate value for the point on the scene
object [32], which results in structured light 3D vision. The principle of structured light
stereo vision is shown in Figure 3.

3. Basketball player tracking based on gaussian mixture model.



Gaussian Mixture Model Player Tracking in Sports Video 1215

Optical projector

Camera

Figure 3. Structured light stereo vision principle

3.1. Parameter estimation for the finite mixture model. A single probability dis-
tribution has only a single peak [33]. However, the probability distributions of most
practical application scenarios consist of multiple peaks. Therefore, probability distribu-
tions with multiple peaks should be used to effectively simulate real-world application
scenarios. The finite mixture model is a linear superposition of the probability distribu-
tion functions of each cluster obtained statistically. The finite mixture model [34,35] is
defined as shown as follow:

f(x) =
K∑
k=1

πkP (x|θk) (3)

where P (x | θk), k = 1, 2, . . . , K is the probability distribution function of the k-th
cluster, θk is the corresponding vector, πk is the weighting coefficient of the k-th cluster.
k is the total number of components of the finite mixed model.

3.2. Background modelling based on Gaussian mixture models. For Equation
(3), if P (x | θk) is a Gaussian distribution, then f(x) is the Gaussian mixture model. Let xi

denote the i-th pixel of the image, i = 1, 2, . . . , N . The probability density function of the
current pixel has a linear combination of class K, and Ωj is the j-th class, j = 1, 2, . . . , K.
The probability density function of xi is shown as follows:

p(xi) =
K∑
j=1

πijp(xi|Ωj) (4)

where πj represents the scale factor for each Gaussian distribution [36,37], for 0 ≤ πij ≤
1 and

∑K
k=1 πij = 1. In the Gaussian mixture model, each Gaussian distribution p(xi | Ωj)

is expressed as follows:

p(xi|Ωj) =
1√
2πσ2

j

exp

(
−(xi − µj)

2

2σ2
j

)
(5)

where µj is the mean of the Gaussian distribution and σj is the covariance of the
Gaussian distribution. According to Equation (3), we can obtain the logarithmic likeli-
hood function.

L(θ) =
N∑
i=1

ln

(
K∑
j=1

πijp(xi|Ωj)

)
(6)
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The posterior probability of the i -th pixel can be expressed as follow:

p(Ωj|xi) =
πijp(xi|Ωj)

K∑
k=1

πikp(xi|Ωk)

(7)

Generally, empirical solution is used to realize log-likelihood function.

E(θ) = −L(θ) = −
N∑
i=1

ln

(
K∑
j=1

πijp(xi|Ωj)

)
(8)

In order to obtain the largest log likelihood function, the Equation (8) must be mini-
mized.

ε(θold|θnew) = −
N∑
i=1

K∑
j=1

pold(Ωj|xi) · ln (πijp
new(xi|Ωj)) (9)

where ε represents the error function. In order to get the maximum log-likelihood
function, ε must be minimized, and the optimized parameters should be brought into
Equation (6).

3.3. Improvement of the Gaussian mixture model. We need to approximate the
pixel distribution as a normal distribution for Gaussian mixture background modelling.
However, for basketball sports video sequences, the camera shake and the presence of
noise during filming lead to a distribution of pixel grey values with more narrow band
characteristics. Taking a 2-minute video sequence of a basketball game as an example, we
selected a point with a relatively homogeneous distribution of grey values (position point
(5,115) in the pixel coordinate system) and analysed its grey scale histogram, as shown
in Figure 4. The sample number of basketball video sequences is 285. The Gaussian fit
to the histogram and the t-distribution fit are shown in Figure 5.
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Figure 4. Histogram distribution of the grey scale of the pixel points (5,115)
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Figure 5. Gaussian fit of the histogram and t-distribution fit

It can be seen that the probability density model based on the t distribution can
better fit the actual distribution of the sequence images than the Gaussian distribution
(normal distribution) [38,39]. Therefore, the Gaussian mixture model was improved using
Student-t distribution parameter estimation, thus effectively removing the effects of jitter
and noise on image segmentation.

We set X = {X1, . . . , XN} to represent the independent distribution data with dimen-
sion d, which is divided into K types. The Student-t distribution can be expressed as
t(µk, Hk, νk), where ν is the degree of freedom of the Student-t distribution, µ is the mean
of the Student-t distribution, and Hk is the symmetric and positive definite matrix [40].
The smaller the value of ν, the longer the tail length of the Student-t distribution as
shown in Figure 6. When the degree of freedom ν is infinite, the variance of Student-t
distribution and variance of Student-t distribution and Gauss distribution is the same.

The Student-t distribution model of each pixel in the image sequence is shown as follow:

f(x) =
K∑
k=1

πkS(Xi, µk, Hk, vk) (10)

where S(Xi, µk, Hk, vk) denotes the probability density function of component t in a
cluster

S(Xi, µk, Hk, vk) =
Γ
(
vk+d
2

)
|Hk|−

1
2

(πvk)
d
2Γ(vk

2
){1 + ∆/vk}

vk+p

2

(11)

where Γ(·) denotes a gamma function.

∆ = (Xt − µk)H
−2
k (Xt − µk)

T (12)

In order to improve the convergence rate, this paper uses the maximum expectation
algorithm to complete the model parameter estimation. We set Θ represents a set of
parameters for a finite mixed model and P (Θ) represents the prior probabilities of the
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Figure 6. The influence of different v on Student-t distribution

parameters. Divide Θ into two parts {Θ1,Θ2}, where Θ1 = {πk, µk, Hk} and Θ2 = {νk}.
Firstly, the µk is updated by using Θ1, and then the degree of freedom is estimated after
repeated m times.

The concrete steps are shown as follows:
Step 1: Set the initial condition is {π0

k, µ
0
k, H

0
k , ν

0
k}Kk=1, t = 1.

Step 2: In the t-th iteration step, the following is used to calculate µ
(t)
ik and π

(t)
ik .

µ
(t)
ik =

v
(t)
k + d

v
(t)
k +∆(Xi, µ

(t)
ik H

(t)
k )

(13)

τ
(t)
ik =

π
(t)
k Sk(Xi|θ(t)k )

K∑
j=1

π
(t)
j Sj(Xj|θ(t)j )

(14)

where Θ
(t)
k = {µ(t)

k , H
(t)
k , ν

(t)
k } represents the set of parameters for component t.

Step 3: Set Θ2 = Θ
(t)
2 fixed, then we use the following to update µ

(t+1)
ik , π

(t+1)
ik and

H
(t+1)
ik .

π
(t+1)
k =

1

N

N∑
i=1

τ
(t)
ik (15)

µ
(t+1)
k =

N∑
i=1

Xiτ
(t)
ik µ

(t)
ik

N∑
i=1

τ
(t)
ik µ

(t)
ik

(16)
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H
(t+1)
ik =

N∑
i=1

(Xi − µ
(t+1)
ik )(Xi − µ

(t+1)
ik )

T
τ
(t)
ik µ

(t)
ik

N∑
i=1

τ
(t)
ik

(17)

Step 4: Repeat Steps (3)–(5) for a total of m times.

Step 5: Use (Θ
(t+1)
1 ,Θ

(t)
2 ) to replace Θ

(t)
1 ,Θ

(t)
2 and use Equation (12) to calculate µ

(t)
ik .

Step 6: Set Θ1 = Θ
(t)
1 fixed and update ν

(t+1)
ik .

1+log(0.5vk)+
1

N∑
i=1

τ
(t)
ik

(
N∑
i=1

τ
(t)
ik (log µ

(t)
ik − µ

(t)
ik )

)
−Φ(0.5vk)+Φ(0.5(vk+p))−log(0.5(vk+p)) = 0

(18)

Φ(x) =
d ln Γ(x)

dx
(19)

Step 7: Calculate
∣∣∣Θ(t)

1 −Θ
(t+1)
1

∣∣∣, if it is less than ε, the iteration will be finished,

otherwise proceed to Steps 2-6. We set ε = 10e−5.

3.4. Motion target tracking. How to achieve accurate tracking of moving targets in
complex backgrounds has been a hot issue for researchers. Particle filtering algorithms
derived from Monte Carlo ideas can be effectively applied to target tracking. Therefore,
this paper proposes a particle filtering optimization algorithm based on genetic algorithm.
As a bionic evolutionary algorithm, genetic algorithm has the characteristics of high global
search ability and fast convergence. Therefore, this paper adopts genetic algorithm to
improve the particle filtering algorithm, so as to eliminate the phenomenon of particle
degradation. In addition, the HSV distribution model [41] is used to construct a target
observation model, and then the particle filter and degradation weights are used to detect
the presence or absence of moving targets.

Let the tracking target be x and the target state be xk, x
n
k denote the n-th sample of

the k-th frame in the motion video. Firstly, the HSV distribution model of the tracking
target is constructed by the barotropic distance (similarity comparison function).

D[p, q] =
√

1− ρ[pu, qu] (20)

where ρ[pu, qu] denotes the baroclinic coefficient. The expression for the observation model
is shown as follows:

P (Yk | Xk) =
1√
2π

exp
(
−γD2(p, q)/2

)
(21)

where γ represents the control factor.
No a priori information exists for tracking targets in the basketball video studied in

this paper, so a filter must be built and reasonably initialised. In addition, the filter
needs to be continuously updated to allow real-time tracking of moving targets [42,43].
In order to obtain the estimated centre of the desired tracking target, white pixels need
to be processed using a particle filter.

Let s denote the state vector of the particle filter.

s = {x, y, vx, vy} (22)

where x and y indicate the horizontal and vertical coordinates of the centre of the sample
image, respectively. vx and vy denote the velocities of the coordinates, respectively.
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The estimated centre of the motion target is obtained by means of a weight calculation.

E =
N∑

n=1

ωn ∗ snt (23)

where snt is the state of the particle n at time t, ωn is the weight of the particle n, and N
is the total number of particles.

st = Dst−1 + wt−1 (24)

D =


1 0 1 0
1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

 (25)

where st represents the state of the particle at time t, D represents the key elements of
the model, and wt−1 represents Gaussian random white noise.

When the tracking target is first detected, the weights of each particle can be derived
using the likelihood function.

ωn =
1√
2πσ

e−
(cp−tp)2

2σ2 , tp ∈ [150, 255] (26)

where σ is the standard variance, cp is the true colour and tp represents the target colour
value. We need to perform a normalisation operation on the weights.

fNOR =
1∑N

n=1 ωn

(27)

In general, if the magnitude of a particle’s weights is close to 1, this indicates that the
weights are degenerating. This paper determines whether a moving target is present in
the scene by degenerating the weights Φ.

Φ =
1∑N

n=1 ω
2
n

(28)

where ωn is the weight of the particle n.

3.5. Genetic algorithm-based particle filtering optimization. In order to solve
the particle degradation problem and improve the global search capability, this paper
optimizes the particle filtering algorithm using the selection, crossover and mutation op-
erations of the genetic algorithm, with the following implementation steps.

Step 1: Generate the particle swarm {xi
0}.i = 0, 1, ..., N based on the initial conditions

and set the weights of all particles to 1/N ;
Step 2: Perform genetic operations, including selection and crossover, to obtain a new

set of particles {x̃i
k}.i = 0, 1, ..., N ;

Step 3: Update the weight values of the particles;
Step 4: Re-sample using the roulette method and choose to save the sample with the

larger weight;
Step 5: Prediction of the current sample using a state transfer model.[

xk

yk

]
=

[
xk−1

yk−1

]
+

[
zxk−1

zyk−1

]
(29)

Step 8: If the maximum number of iterations or the stop condition (error value) is
reached, stop iterating in sequence, otherwise skip to Step 2.
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4. Experimental results and analysis.

4.1. Experimental environment and parameter settings. In order to validate the
performance of the proposed improved Gaussian mixture model, specific tests were per-
formed on two 800-frame video sequence of a basketball game and compared with the
traditional Gaussian mixture model and the generalized Gaussian mixture model [44].
The image size of the basketball game video sequence was 320 240. The experimen-
tal environment used a Windows 10 operating system, an Intel(R) Core(TM) i7 CPU
(@3.60 GHz), 8 GB of RAM, and a GeForce GTX 970 graphics card. The motion video
target tracking simulation used the open source vision computing library OpenCV and
Matlab 7.1. the Student-t distribution parameter estimation algorithm was implemented
using the MATLAB programming language. The crossover probability was set to 0.6, the
number of particles to 100 and the maximum number of iterations to 150.

4.2. Motion target tracking results. Both basketball game video sequences are from
the NBA regular season, video sequence 1 is the Timberwolves vs Thunder game from
March 5, 2022. Video sequence 2 is the Spurs vs. Hornets game from March 6, 2022. The
frame sizes of the videos are 320 240 (pixels). An example of target tracking for video
sequence 1 is shown in Figure 7.

(a) 50 frames

(b) 150 frame

Figure 7. Example of target tracking for video sequence 1
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4.3. Performance evaluation indicators. To quantitatively evaluate the performance
of motion target tracking, the background detection error (B error), fall-out detection
error (F error) and whole recognition rate (WRR) are used.

B error =
BN

B
(30)

F error =
FN

F
(31)

WRR =
BP + FP

B + F
(32)

where B denotes the number of pixels in the background, and F denotes the number
of pixels in the foreground area. BN and FN denote incorrect detection, while BP and
FP denote correct detection. Smaller values for B error and F error are better, while
larger values for WRR are better.

4.4. Tracking performance analysis. The results of the two video sequences were
averaged to obtain comparative results of the detection rates of the three different tracking
models, as shown in Table 1 and Figure 8. It can be seen that the proposed model in this
paper has the lowest B error and F error (52.21% and 0.98%), while having the highest
WRR (63.71%).

Table 1. Comparison results of detection rate.

B error (%) F error (%) WRR (%)
Traditional Gaussian mixture model 54.32 6.47 57.61
Generalised Gaussian mixture model 53.14 3.21 62.05
Improved Gaussian mixture mode 52.21 0.98 63.71
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Figure 8. Target detection rates for three different models

To further quantify the performance of the target tracking algorithm, the average track-
ing error was used as an evaluation metric. For the tracker proposed in this paper, the
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maximum number of particles is 100. For two video sequences, three tracking algorithms
(conventional Gaussian mixture model, generalised Gaussian mixture model and improved
Gaussian mixture model) were tested and the results are shown in Figure 9 and Figure
10.
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Figure 9. Tracking error analysis for video sequence 1
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Figure 10. Tracking error analysis for video sequence 2
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It can be seen that the improved Gaussian mixture model significantly outperforms the
other two models in both video sequences. The average error accuracy of the improved
Gaussian mixture model has been maintained at a relatively low level. In NBA basketball
game sequence 1, the average error of the improved Gaussian mixture model was 38%
and 30% lower compared to the traditional Gaussian mixture model and the generalised
Gaussian mixture model respectively. In NBA basketball game sequence 2, the average
error of the improved Gaussian mixture model was reduced by 57% and 62% compared
to the traditional Gaussian mixture model and the generalised Gaussian mixture model
respectively. The experimental results show that. The background model using the t-
distribution method can obtain a fit that is closer to the distribution characteristics of
the actual data and effectively removes the effects of jitter and noise on target tracking.

4.5. Complexity and Robustness Analysis. In order to analyse the operational effi-
ciency of the algorithms, the complexity of the proposed algorithms was evaluated. The
training time required for the three different tracking algorithms was counted. In the
tests the training time was calculated for each pixel point in the image. Finally, a simple
summation operation was performed for the training time of all pixel points. The results
of the training time comparison for each pixel point are shown in Table 2.

Table 2. Comparison of processing speed.

Video
sequence 1(s)

Video
sequence 2(s)

Traditional Gaussian mixture model 0.018 0.021
Generalised Gaussian mixture model 0.047 0.051
Improved Gaussian mixture model 0.086 0.091

It can be seen that the improved Gaussian mixture model requires iterative computation
of degrees of freedom, making the steps to build the model increased. As a result, the
training speed of the improved Gaussian mixture model is somewhat reduced compared
to the other 2 models. Subsequent research will focus on addressing this issue.

The robustness of Gaussian mixture models based on conventional particle filtering
depends mainly on the number of particles. The higher the number of particles, the
less robust it is. However, in the improved Gaussian mixture model, the number of
particles has no significant impact on the tracking performance of the moving target. In
other words, the improved Gaussian mixture model can achieve better tracking accuracy
and higher robustness with a smaller number of particles. A comparison of the root
mean square error of the three motion target tracking models was carried out in order to
evaluate their robustness, and the results are shown in Figure 11.

The time required to process each image frame and the optimum number of iterations
for the improved Gaussian mixture model are shown in Table 3. It can be seen that the
improved Gaussian mixture model can successfully track one or more moving targets.
Thus, the genetic algorithm-based particle filtering optimisation effectively solves the
problem of particle degradation.

Combining the above experimental results, we can conclude that, compared with the
other two Gaussian mixture models, the improved Gaussian mixture model shows excellent
performance in terms of detection performance, robustness and tracking error, effectively
overcoming the interference of camera jitter and noise in sports videos.
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Figure 11. Number of particles versus root mean square error

Table 3. Running time and number of iterations.

Number of targets
in the video sequence

Time to process
a single frame (s)

Optimal number
of iterations

Individual 0.035 5
Three 0.040 5

Multiple (under 10) 0.052 8

5. Conclusion. In this paper, an improved Gaussian mixture model based on parameter
estimation of the Student-t distribution is proposed in order to better fit the probabil-
ity distribution of pixels in sports video sequences. First, the traditional background
modelling method based on a finite mixture model is analysed. The background model
parameter estimation method was then constructed using the Student-t distribution. The
parameter estimation was completed by the expectation-maximum algorithm, and the pa-
rameter space was partitioned. Secondly, a particle filter optimisation algorithm based
on genetic algorithm is proposed in this paper to detect whether the moving target ap-
pears in the observed model by means of particle filters and degradation weights, and
a genetic algorithm is introduced to improve the particle filtering algorithm in order to
eliminate the particle degradation. The experimental results show that without any a pri-
ori information, the improved Gaussian mixture model can track the human target in the
basketball game video better, verifying its feasibility and advancement. Compared with
the traditional Gaussian mixture model and the generalised Gaussian mixture model, the
improved Gaussian mixture model has better target tracking and better tracking accu-
racy of the athletes. However, the improved Gaussian mixture model requires iterative
computation of degrees of freedom, which makes the training speed somewhat reduced.
Further research on this issue will be carried out later.
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