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Abstract. The world today is gradually moving into the era of smart economy, and the
application of artificial intelligence is bound to trigger huge changes in all walks of life.
In the context of the current smart economy, how to use machine learning technology in
artificial intelligence to improve the accuracy of enterprise financial analysis has become
a hot direction for current research. To address the above issues, this paper proposes a fi-
nancial intelligence forecasting model based on machine learning models. By establishing
a mathematical model to analyse the annual financial statement data published by listed
companies, and to determine whether there is fraud according to the model forecasting
results. Firstly, from a large number of financial indicators, 60 financial indicators with
high frequency of use were selected as variables of the model by using frequency statistics
method. Secondly, as financial statement fraud is a typical classification problem, Twin
Support Vector Machine (TSVM), a machine learning technique, was chosen and com-
bined with K-Nearest Neighbor (KNN) in order to further improve the forecasting speed
and accuracy. In addition, as the data samples for financial statement fraud forecasting
are typically unbalanced data, the data are oversampled, undersampled and downsampled
in this paper. Finally, for the judgement of model effectiveness, five indicators are se-
lected for analysis in this paper. The experimental results show that compared with other
single models, the KNN-TSVM model under the undersampling method has the highest
Recall and can effectively identify the fraud samples.
Keywords: Machine learning; TSVM; KNN; Unbalanced data; Data dimensionality
reduction

1. Introduction. As a breakthrough in the new round of technological revolution and
industrial change, the smart economy is a modern form of economic development based
on emerging information technologies such as cloud computing, big data, the Internet of
Things and the mobile Internet. The core factors of production in the smart economy
are knowledge and data [1,2]. Today’s world is gradually moving into a new era of smart
economy with artificial intelligence as the core driver. Machine learning as an important
part of AI technology is driving changes in various industries [3,4].

With the rapid development of the economy, people are paying more and more atten-
tion to the stock market and the research on the stock market never declines. When
selecting stocks, in addition to macro factors, it is necessary to pay more attention to the
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profitability of the company. Financial statements can fully reflect the recent profitability
of listed companies [5,6]. Financial statements summarise the overall operating results
and financial position of a company over a certain period of time. Publicly released finan-
cial statements are the most important basis for investors to understand the company’s
size, operating conditions, profit potential and other comprehensive levels [7,8]. As we all
know, data is the most convincing. If there are errors in the data in financial statements,
they can easily be detected by relatively simple calculations. As a result, investors pay
a great deal of attention to financial statements [9,10]. However, with the continuous
development of the market economy and modern technology, some listed companies have
engaged in fraud financial statements for personal gain, and the means of fraud have be-
come increasingly hidden and sometimes difficult to be detected in time. The potential
harm of financial statement fraud is enormous. Such dishonest behaviour can cause in-
vestors to receive false information and thus make wrong judgments, ultimately leading
to great losses of economic interests [11,12]. Therefore, there is an urgent need for an
effective method to predict financial fraud. In the context of the current smart economy,
how to use machine learning technology in artificial intelligence to predict financial fraud
has become a hot direction of current research [13,14].

The purpose of this study is therefore to analyse data from annual financial statements
published by listed companies by building mathematical models and to determine whether
they are fraud based on the model forecastings. Machine learning allows both top-down
verification of hypotheses and bottom-up conclusions from the data without hypotheses
[15]. Therefore, this paper applies machine learning methods to the forecasting of financial
fraud. As financial statement fraud is a typical classification problem, a support vector
machine (SVM) model, which is more accurate in machine learning for classification and
forecasting, is used. The samples obtained have a high dimensionality and happen to
be classical dichotomous problems. The SVM model has a better advantage in handling
data with these characteristics. In this paper, data on financial statements of fraud
companies in different years and financial statements of non-fraud listed companies in
the corresponding years are collected [16,17,18]. A portion of the acquired data is used
to build the model and another portion is used to test the model. Since the number
of fraud companies is relatively small in the overall population of listed companies, i.e.
since the data sample for financial statement fraud forecasting is typically unbalanced
data. Therefore, different data processing methods are used in this paper, including
over-sampling methods and under-sampling methods [19]. For the judgement of model
effectiveness, five assessment indicators are selected for analysis in this paper.

1.1. Related Work. According to International Standards on Auditing (ISA) 240, fi-
nancial fraud is the intentional provision and release of false information that results in
a material misstatement of financial statements, including the overstatement of assets,
sales and profits, or the understatement of liabilities, expenses and losses [20].

In recent years, financial fraud has begun to emerge and continues to grow rapidly,
significantly shaking investor confidence and threatening the economic stability [21] of
entire countries and even the world. There is a growing demand for greater transparency
and consistency and the inclusion of more information in financial statements. Due to the
existence of widespread financial fraud, it is important to improve the forecasting of fraud.
There are four theories of financial fraud, including the iceberg theory [22], the triangle
theory [23], the GONE theory [24] and the risk factor theory [25]. The triangle theory
suggests that fraud is caused by a combination of three factors: pressure, opportunity and
excuses, as shown in Figure 1. This is currently the more popular theory. Similarly, the
GONE theory suggests that fraud consists of the four factors of greed, opportunity, need
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and exposure, as shown in Figure 2. But it is difficult to detect fraud by management
when the above four theories are used with normal audit procedures. In addition, the
over-reliance on the experience of professionals results in a fraud detection system that
cannot be automated.

Pressure

Motivation Excuse

Figure 1. Triangle theory

G:Greed

E:Exposure

O:Opportunity

N:Need

Figure 2. GONE theory

With the advancement of machine learning technology, various computer-aided classi-
fication and identification applications have become a hot spot for innovative research in
various industries. At this stage, there is widespread interest in how to achieve corporate
financial crisis forecasting through machine learning. In order to achieve an automated
malpractice detection system, researchers have proposed financial fraud forecasting mod-
els. The commonly used forecasting techniques are mainly based on various classification
algorithms, including logistic statistical detection, regression analysis, neural networks,
decision trees, Bayesian networks and so on. Of these, the main theoretical approaches
used fall into two categories: regression analysis and neural networks. Regression analysis
is commonly used to discover hidden data information. Neural networks generally out-
perform regression models in terms of forecasting effectiveness and accuracy. In general,
the forecasting effectiveness of the models is better than unaided auditor detection. A
comparison of financial fraud forecasting models is shown in Table 1.
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Table 1. Comparison of financial forecasting models

Forecasting
models

Disadvantages Advantages Precision

Logistic statistical
testing

Highly subjective; lack of
automatic access to rules

Very good logical
reasoning skills and

Low

Regression analysis
Poor applicability
of a single model

Simple models and
fast forecastings

High

Bayesian Networks Highly subjective Greater flexibility High

Decision Trees
High requirements
for data reliability

No requirement
for sample size

Low

Neural networks Slower forecasting High precision High

Regression analysis forecasting models are mainly used to analyse data from a sample
of companies through various classifier algorithms to obtain financial crisis forecasting
models. For example, Engels et al. [26] developed a Linear Probability Model (LPM)
and a logistic regression model for 48 fraud and 92 non-fraud companies respectively,
both of which had a misclassification rate of less than 36%. Yang [27] conducted a
comparative study of decision tree, K-Nearest Neighbor (KNN) and neural network based
risk forecasting models for securities companies. Jaramillo et al. [28] proposed a fraud
forecasting model based on SVM to identify the risks assessed by listed companies. The
experimental results showed that the SVM model was able to successfully predict financial
statement fraud.

Neural network forecasting models are mainly obtained by training the neural network
architecture and optimising its various parameters through the BP algorithm to obtain
a financial crisis forecasting model. For example, Uthayakumar et al. [29] proposed a
financial crisis forecasting method based on ant colony neural network, which uses ant
colony algorithm to find the best structure and parameters of the neural network model
so as to improve the forecasting accuracy. Zhou et al. [30] used particle swarm algorithm
to construct a neural network forecasting model, which improved the global optimisation
finding ability of the forecasting model, thus obtaining a better enterprise financial risk
forecasting results.

Compared to neural network forecasting models, regression analysis forecasting models
balance operational efficiency and forecasting accuracy. Therefore, the research direction
chosen for this paper is a financial fraud forecasting model based on regression analysis.
By analysing the above research, it is found that KNN has the problem of slow computa-
tional efficiency when faced with high-dimensional data in forecasting tasks, while SVM
exhibits poor accuracy in sample point classification. As one of the most widely used
algorithms for data dimensionality reduction, Principal Component Analysis (PCA) of
multivariate statistics has excellent performance in feature extraction from high-latitude
data. In addition, Twin Support Vector Machine (TSVM) is a new type of machine
learning method based on statistical learning theory [31,32].

1.2. Motivation and contribution. As a variation of the traditional SVM, TSVM
inherits its excellent learning capability, but runs four times more efficiently than the
traditional SVM. Therefore, this paper attempts to combine KNN and TSVM to build a
financial fraud forecasting model. The main innovations and contributions of this paper
include:

(1) As the data sample for financial forecasting is typically unbalanced data. Therefore,
this paper uses different data processing methods, including oversampling and undersam-
pling. Also, in order to map the high-dimensional data into a low-dimensional space while
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retaining the main data feature information, this paper utilises the PCA principal compo-
nent extraction function of the spss1 9.0 software to perform a dimensionality reduction
of the data.

(2) A combination of KNN and TSVM is used to complete the financial forecasting. By
combining the classification methods for forecasting, the problem of slow KNN recognition
is solved and the model forecasting efficiency is improved. In addition, the optimal weight
assignment is used to improve the accuracy of the forecasting algorithm. The experimental
results verified the effectiveness and accuracy of the combined model.

2. Support vector machines.

2.1. Classification hyperplane and maximum interval. Support vector machines
(SVMs) are generalised linear classifiers for the binary classification case [31], which can
find the global optimal solution from a certain number of samples, are sparse and stable,
and can classify and predict high-dimensional non-linear objectives using kernel functions.
SVMs are widely used in finance, biology, environment, industry, medicine and other fields
because they overcome the problems of ”over-learning” and ”dimensional catastrophe” to
a large extent.

The basic principle of SVM is to find an optimal classification hyperplane that satisfies
the classification requirements. The hyperplane is able to maximise the blank area on
either side of it while ensuring classification accuracy. Theoretically, SVM can achieve
optimal classification of linearly separable data. Taking binary classification data as an
example, assume a training sample set is D = {(x1, y1), (x2, y2), . . . , (xm, ym)} and class
labels is yi ∈ {−1,+1}. Find a classification hyperplane in the sample space that separates
the two classes of samples inD. There may be many such classification hyperplanes. What
we need is the classification hyperplane that maximizes the separation between the two
classes of training samples, called the ”optimal classification hyperplane”. The optimal
classification hyperplane is the most fault-tolerant to local perturbations of the training
samples and produces the most robust classification results.

In the sample space, the classification hyperplane can be expressed as the following
linear equation.

ωTx+ b = 0 (1)

where ω is the direction of the classification hyperplane and b is the distance between
the classification hyperplane and the origin. The classification hyperplane (ω, b) can be
determined from these two parameters. r represents the distance from the sample point
x to the classification hyperplane (ω, b).

r =

∣∣ωTx+ b
∣∣

∥ω∥
(2)

To find the categorical hyperplane with the maximum ”interval”, we look for parameters
ω and b that maximize r.

max
w,b

2

∥ω∥
s.t.yi

(
ωTxi + b

)
≥ 1, i = 1, 2, . . . ,m (3)

2.2. Lagrange multipliers and the dual problem. From the above analysis, it can
be seen that the problem of finding the optimal classification hyperplane for the SVM
is in fact a constrained optimal solution problem. We add Lagrange multipliers to each
constraint in Equation (3).

L(ω, b, α) =
1

2
∥ω∥2 +

m∑
i=1

αi

(
1− yi

(
ωTxi + b

))
(4)
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The solution to the constrained optimization problem is determined by the saddle point
of the Lagrangian function. At the same time, the bias derivatives of the parameters ω
and b are satisfied at the saddle point to be zero. The problem can be transformed into
the corresponding dyadic problem.

max
α

m∑
i=1

αi −
1

2

m∑
i=1

m∑
j=1

αiαjyiyjx
T
i xj, s.t.

m∑
i=1

αiyi = 0, αi ≥ 0 (5)

In order to obtain the optimal solution, the optimal parameters ω∗ and b∗ need to be
calculated to obtain the optimal classification hyperplane ω∗Tx+ b∗ = 0.

ω∗ =
m∑
j=1

α∗
jyjx

T
j (6)

b∗ = yi −
m∑
i=1

yjα
∗
j

(
xT
j · xi

)
(7)

2.3. Feature space and kernel functions. The above SVM theory is based on the
assumption that the training samples are linearly divisible, however the actual data may
be linearly indivisible.

In this case, the main idea of SVM is to map the samples from the original space to a
higher dimensional feature space. The mapping allows the samples to be made linearly
divisible within this feature space, and thus the optimal classification hyperplane can be
constructed in that feature space. The choice of feature space is very important. The
kernel function can be approximately equivalent to the feature space as shown in Equation
(2), so the choice of the kernel function becomes the key to the construction of the SVM
model. At this stage, there are five main types of kernel functions: linear kernel, poly-
nomial kernel, Radial Basis Function (RBF) kernel, Laplace kernel and Sigmoid kernel.
The more commonly used kernel is the Sigmoid kernel.

κ (xi,xj) = tanh
(
βxT

i xj + θ
)

(8)

where tanh is the hyperbolic tangent function.

2.4. Twin support vector machines. As an improved version of the traditional SVM,
the TSVM finds a pair of non-parallel hyperplanes, and therefore has a much better classi-
fication capability and is well suited to solving approximate types of sample classification
problems [33]

In addition, TSVM performs two SVM-type problem solving and is therefore more
computationally efficient than traditional SVMs. The time complexity of the standard
SVM is about O(m3), while the time complexity of TSVM is O(2∗(m/2)3) and m denotes
the number of samples, which shows that the computational overhead is about 1/4 of that
of the standard SVM.

Depending on the characteristics of the financial data, most of the data samples are non-
linear classification problems, and when linearly inseparable, this requires the introduction
of kernel function solutions to solve the problem. Assume that the training sample set in
the n-dimensional real space Rn is (xi

j, yj), i = 1, 2, j = 1, 2, . . . ,m. The total number
of samples is m = m1+m2, where m1 is the number of positive class sample points and m2

is the number of negative class sample points. Then the method for finding the nonlinear
hyperplane [34] shown as follows:

K(xT , CT )u1 + b1 = 0, K(xT , CT )u2 + b2 = 0 (9)



1394 D. Wang, and L.-X. Chen

where u is the normal vector of the hyperplane, b is the offset, and the subscript symbols
of both denote positive and negative class samples respectively. K is the kernel function.
CT = [AB]T , A is the sample matrix composed of positive class samples and B is the
matrix composed of negative class samples.

Similarly, the plane that divides the positive and negative classes is obtained by solving
two quadratic programs.

min
u1b1ξ

1

2

∥∥K (A,CT
)
u1 + e1b1

∥∥2 + c1e
T
2 ξ, s.t.−

(
K
(
B,CT

)
u1 + e2b1

)
+ ξ ≥ e2, ξ ≥ 0 (10)

min
u2b2ξ

1

2

∥∥K (B,CT
)
u2 + e2b2

∥∥2 + c2e
T
1 ξ, s.t.

(
K
(
A,CT

)
u2 + e1b2

)
+ ξ ≥ e1, ξ ≥ 0 (11)

To further simplify Equation (10) and Equation (11), they are pairwise transformed as
follows:

max
α

eT2 α− 1

2
αTR(STS)−1RTα, s.t. 0 ≤ α ≤ c1e2 (12)

max
γ

eT1 γ − 1

2
γTS(RTR)−1STγ, s.t. 0 ≤ γ ≤ c2e1 (13)

R =
[
K(B,CT )e2

]
, S =

[
K(A,CT )e1

]
(14)

Solving Equation (12) and Equation (13) gives:

(uT
1 , b1)

T = −(STS)−1RTα (15)

(uT
2 , b2)

T = −(RTR)−1STγ (16)

The hyperplane of the classification can be obtained from u1, u2, b1 and b2. The classi-
fication decision function is shown as follows:

classlabel = arg min
k=+1,−1

[
K(xT , CT )uk + bk

]
(17)

3. Selection of indicators for forecasting models. In order to construct an effective
financial fraud forecasting model, it is first necessary to establish the most objective and
representative system of financial indicators in order to fully reveal the financial situation
of the company. As there are missing values in the downloaded data, a preliminary
treatment of the data is made before further analysis.

Firstly, indicators with missing values greater than 50% were removed and the remain-
ing data was filled in with missing values, depending on the actual data. This is done
because to eliminate the entire data directly would result in a much smaller sample size.
In cases where there is not enough data, this may lose a lot of important information
that is hidden or lead to changes in the characteristics and distribution of the data. As
the padding is our subjective estimate of the missing values (which does not necessarily
match the actual situation, and inappropriate padding may add noise), we have uniformly
padded the missing values to zero.

Secondly, as each company is of a different size and the data in the company’s balance
sheet, income statement and cash flow statement are absolute values that would have a
significant impact on the forecasting results if left untreated, the relevant indicators in
these three tables are divided by the total assets of that sample company. This relative
value is used to replace the corresponding indicator in the original sample. At the same
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time, the other ratio financial indicators remain unchanged. Finally, we add class labels
to each sample. The fraud sample is 1 and the non-fraud sample is 0.

In addition, for each financial indicator, we classify it according to its attributes. As
the selection and classification of financial indicators are subjective, and the data we
obtained includes both absolute and ratio indicators, all indicators are divided into five
categories: size indicators, liquidity indicators, operating indicators, profitability indica-
tors and growth indicators. On the basis of the existing research results, a system of
financial indicators was constructed by using frequency statistics to select 60 frequently
used financial indicators from a large number of financial indicators, which mainly re-
flect the company’s long-term and short-term solvency, operating capacity, development
capacity and profitability.

4. KNN-TSVM based financial fraud forecasting model.

4.1. PCA-based dimensionality reduction. In order to map the high-dimensional
aero-engine fault data into a low-dimensional space while retaining the main data features,
this paper uses the PCA principal component extraction function of SPSS 9.0 software
to perform dimensionality reduction of the acquisition data.

As one of the most commonly used linear dimensionality reduction methods, PCA is
able to reduce the dimensionality of the original features by projection while keeping the
”amount of information intact”. Assume that the model sample X = (X1, X2, ..., Xm)

T

is a sample of data consisting of, for example, industrial system failure characteristics,
each with n features, and that the main influencing factors need to be extracted from
these explanatory variables. The training sample can be denoted as x1, x2, . . . , xm and
the standard deviation is denoted as S1, S2, . . . , Sm. The normalised transformation is
then shown as follows:

Yj = aj1x1 + aj2x2 + . . .+ ajmxm, j = 1, 2, . . . ,m (18)

where ajm is the coefficient factor corresponding to the training sample xm. First, if the
value of Y1 is equal to the value of the orthogonal unit of the corresponding eigenvalue and
the variance of Y1 is the largest, then Y1 can be identified as the first principal component.
Secondly, if the value of Y2 is equal to the value of the orthogonal unit of the corre-

sponding eigenvalue, the covariance between Y1 and Y2 is zero and the variance of Y2 is
the largest, then Y2 can be identified as the second principal component.

By the same token, multiple principal components can be obtained by analogy.
The contribution rate ηi of the i-th principal component Yi in the cumulative contribu-

tion rate calculation is shown as follows:

ηi =
λi∑k
j=1 λj

, i = 1, 2, . . . , k (19)

The total contribution of the first m principal components, CPV , is shown as follows:

CPV =
m∑
i=1

λi∑k
j=1 λj

× 100%, m < k (20)

In general, it is necessary to ensure that the value of CPV is greater than 85%.
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4.2. Primary classification model based on TSVM. KNN is a classical non-parametric
regression classification algorithm. KNN has the advantage of high forecasting accuracy
when facing classification tasks in complex environments, but is computationally intensive
when dealing with high-dimensional data.

TSVM, on the other hand, also has a good performance of being fast in classification
problems. Therefore, a combination of KNN and TSVM is used to accomplish financial
fraud forecasting. By combining classification methods for forecasting, the problem of
slower KNN recognition is solved and the model forecasting efficiency is improved. In
addition, the optimal weight assignment is used to improve the accuracy of the forecast-
ing algorithm. The experimental results validate the effectiveness and accuracy of the
combined model. Firstly, TSVM was used to classify the original data samples to form
a smaller number of sub-sample sets, thus generating the primary classification model.
Then, KNN was used to perform secondary classification on the sub-sample set to finally
obtain the forecasting results.

The essential goal of the TSVM is classification algorithm is to obtain the optimal clas-
sification hyperplane for both classes of samples and therefore requires a high-dimensional
linear transformation. The decision function typically used is shown below.

plabel = sgn

(
N∑
i=1

yiαiK(xi, x) + b

)
(21)

where plabel denotes the decision function, x denotes the sample to be predicted by the
label, the subscript i is the sample number, yi is the value of the sample, αi denotes the
parameter coefficients, xi is the support vector sample, K(xi, x) is the kernel function,
and b is the constant term of the hyperplane.

K(xi, xj) = ϕ(xT
i )ϕ(xj) (22)

where ϕ(·) denotes the non-linear function.
The size indicator, liquidity indicator, operating indicator, profitability indicator and

growth indicator are selected as the feature vectors and TSVM is used to classify the his-
torical financial statement data samples of listed companies into several sub-data sample
sets.

(1) Selection of the kernel function. In this paper, the RBF kernel function is selected
to construct the expressions of the decision function.

plabel = sgn

(
n∑

i=1

yiαi exp
(
−γ∥xi − x∥2

)
+ b

)
(23)

where (xi, yi) represents a training sample data point.
(2) Cross-validation method to obtain optimal penalty coefficients and parameters γ .
(3) Generation of sub-data sample sets through classification labels.

4.3. KNN-based secondary classification model. This paper focuses on a sample of
two types of company financial statements (fraud and non-fraud).

The category of the fraud sample is ”1” and the category of the non-fraud sample is ”0”.
Let the test sample set be x = {x1, x2, ..., xn} and n denote the number of companies to
be assessed. The training sample set is y = {y1, y2, ..., ym} and m represents the number
of training samples. Each training sample yj has a known category, i.e. yj is known to be
”0” or ”1”.

Let xia be the predictor a for company xi and yja be the predictor a for the training
sample yj, then d(xi, yj) is the Euclidean distance between xi and the training sample yj.
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d(xi, yj) =

√√√√ S∑
a=1

(xia − yja)2 (24)

where S indicates the number of indicators in the financial statement fraud forecasting
model.

When j = 1, 2, ...,m is available, sort d(xi, yj) in order from smallest to largest and
select the top K for analysis.

Assuming that the number of training samples belonging to the non-fraud category in
the top K is δ and the number of training samples belonging to the fraud category is θ,
then H(xi) is the forecasting model for financial statement fraud crisis of listed companies.

H(xi) =


0, δ > θ

1, δ < θ

False, δ = θ

(25)

where δ + θ = K.

4.4. Optimal weight assignment. In order to improve the forecasting accuracy for the
test sample points, the neighbour with the higher contribution needs to be selected, so an
optimal weight assignment method is introduced.

The weights for each nearest neighbour are calculated as shown below.

wi =
1/di
d

(26)

where di represents the Euclidean distance between the i-th nearest neighbour and the
current data.

d =
K∑
i=1

1

di
(27)

where d denotes the sum of the reciprocal of all distances. Then the final financial crisis
classification forecasting model for the company xi.

Ĥ =
K∑
i=1

wiH(xi) (28)

4.5. Forecasting process. The flow of the KNN-TSVM financial statement fraud fore-
casting model is shown in Figure 3.

5. Example forecastings and analysis of results.

5.1. Sample data selection and pre-processing. We looked up the list of companies
that received administrative penalties between 2013 and 2018 on the official website of
the China Securities Regulatory Commission(CSRC).

There are various reasons for listed companies to be administratively punished, such
as fraud issuance, illegal information disclosure, insider trading, market manipulation,
misappropriation of company assets, etc. We have selected from the above companies a
total of 63 companies that have been administratively penalised for committing financial
statement fraud. The stock codes of the financial fraud companies (in part) are shown in
Table 2. It can be observed that there is a certain lag in listed companies being penalised
by the CSRC for financial fraud. It generally takes two years (or even ten years) before
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Size metrics Liquidity metrics Operating metrics Profitability metrics

TSVM classification model

Sub-data sample set 1 Sub-data sample set 2 Sub-data sample set i Sub-data sample set n

 belongs to the 

sub-sample set i?

Determine the value of k

Calculate euclidean distance

Optimal weight distribution

Y

N

Sample set of historical financial 

statements

Growth metrics

Financial statement fraud prediction

Figure 3. Flow of the financial intelligence forecasting model

a listed company is found to have committed financial fraud. This is because the CSRC
has to go through the process of investigation and evidence collection, case hearing and
hearing and review in order to perform its duties.

When 60 financial indicators were selected for forecasting analysis on the test set. The
financial indicators were normalized in order to eliminate the effect of numerical units in
the financial indicators.

Vi
′ =

Vi − Vmin

Vmax − Vmin

(29)

where Vmax is the maximum value of the indicator and Vmin is the minimum value of
the indicator.

Before the sample t-test, the consistency of variance between the two groups of data
for fraud and non-fraud companies needs to be examined. In this paper, a two-sample
variance F -test was used, yielding F = 0.07, P = 0.3 > 0.05, meaning that the 60 financial
indicators were not statistically significantly different. A two-sample variance t-test was
then used, yielding t = 0.454 and P = 0.656. Therefore, there is no significant variability
between the samples of the two types of companies, thus validating the reliability of the
selected indicators.

5.2. Performance evaluation methods for forecasting models. In order to ob-
jectively assess the performance of a forecasting model, we have to choose appropriate
evaluation metrics for the classifier. In the evaluation of binary classification problems,
we generally use metrics such as Accuracy, Precision, Recall and F-Score. For binary clas-
sification problems, a confusion matrix can be derived from the test set samples according
to different combinations, as shown in Table 3. Based on the confusion matrix the above
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Table 2. Stock codes of financial fraud companies.

Serial number Stock code
Time of being

punished
Time of

financial fraud
1 000611 2016/6/30 2012-2013
2 300372 2016/715 2013
3 601519 2016/7/20 2013
4 600598 2016/8/18 2011
5 002330 2016/9/27 2014
6 002608 2016/10/24 2013
7 000995 2016/12/12 2015
8 300126 2016/12/21 2015
9 600810 2016/12/23 2014-2015
10 600247 2017/3/13 2012
11 300117 2017/4/25 2008
12 600800 2017/5/16 2006-2012
13 02715 2017/5/31 2010
14 600656 2017/6/29 2011
15 600281 2017/7/5 2014
16 600318 2017/9/18 2015
17 002490 2017/9/21 2015
18 000798 2017/11/15 2015
19 000922 2017/12/1 2013
20 002323 2017/12/14 2015
21 002288 2017/12/18 2014
22 000511 2017/12/19 2015
23 000693 2018/1/23 2013
24 600806 2018/2/5 2013
25 002194 2018/2/28 2016
26 300028 2018/3/1 2014
27 600680 2018/3/21 2014
28 300208 2018/4/11 2014-2015
29 600610 2018/4/12 2015
30 002070 2018/5/31 2016-2017
31 300267 2018/6/15 2015
32 002473 2018/8/30 2014-2016
33 000519 2018/10/30 2014-2016
... ... ... ...
63 300269 2018/12/17 2014-2016

common metrics can be calculated.

Table 3. Example of confusion matrix.

Real Category
1(True) 0(False)

Forecasting Category
1(Positive) TP(True Positive) FP(False Positive)
0(Negative) FN(False Negative) TN(True Negative)
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Accuracy =
TP + TN

TP + FP + FN + TN
(30)

Precision =
TP

TP + FP
(31)

Recall =
TP

TP + FN
(32)

F =
2× Precision× Recall

Precision + Recall
(33)

5.3. Experimental configuration and parameter settings. The experimental hard-
ware environment is: Intel i7 6700k CPU, 8 GB RAM, 300G hard disk; the experimental
software environment is: Window7 64-bit, MATLAB 10. The matlab function used for
the cross-validation is crossval.

The optimization diagram of the penalty coefficient c and the parameter γ for TSVM
classification in the forecasting model is shown in Figure 4. It can be seen that the optimal
penalty coefficients c and parameters γ take values of 0.25 and 0.1758 respectively. The
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Figure 4. Parametric optimization schematic

size of the K value directly affects the accuracy of the KNN-TSVM forecasting model.
The effect of K value on the forecasting accuracy of the model was obtained after several
iterations of experiments as shown in Figure 5.

It can be seen that the Mean Absolute Error (MAE) is minimised when K is taken to
be [2,4]. Therefore, K = 3 was chosen so that the δ = θ case does not occur.
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Figure 5. Effect of K values on model forecasting accuracy

5.4. Under-sampling and over-sampling of unbalanced data samples. The orig-
inal data were divided into a training set and a test set in chronological order.

The training set was the first 70% (84) fraud samples and the first 70% (6446) non-fraud
samples. The test set was the second 30% (36) fraud samples and the second 30% (2762)
non-fraud samples. Since the sample size of financially fraud companies in the actual data
is much smaller than the overall number of listed companies (typical of unbalanced data),
over-sampling and under-sampling methods are used to process the original training set
respectively.

The advantage of under-sampling is that it is relatively simple to perform, while the
disadvantage is that important information is easily lost. a typical approach to under-
sampling is the EasyEnsemble algorithm [35]. The EasyEnsemble algorithm uses each
training subset to train a base classifier, and then integrates all base classifiers to obtain
the final classifier. Over-sampling is the repeated extraction of minority class samples.
The advantage of over-sampling is that important information from the original dataset is
preserved, while the disadvantage is that it tends to over-fit. a typical approach to over-
sampling is the SMOTE algorithm. The SMOTE method applies interpolation to create
new minority class samples, rather than simply copying samples or assigning weights, thus
dealing with unbalanced data.

5.5. Comparative evaluation of model forecasting results. The forecasting results
of the undersampled model under the EasyEnsemble method are shown in Table 4.

Table 4. Forecasting effects of under-sampling models

Models Accuracy Precision Recall F-Score Time (s)
Logistic 0.5972 0.0194 0.6111 0.0376 0.22

Decision Trees 0.5993 0.0206 0.6257 0.0389 0.23
SVM 0.6052 0.0228 0.6537 0.0426 0.22

KNN-TSVM 0.6061 0.0233 0.7222 0.0451 0.20
BP Neural Networks 0.6773 0.0252 0.7189 0.0485 0.41
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Under the SMOTE method, the forecasting results of the over-sampling model are
shown in Table 5. Among the five models, the KNN-TSVM forecasting model has the
highest Recall, which indicates that its ability to identify fraud samples is the best. This
is due to the use of SVM to divide the historical financial statement sample set into
several sub-sample sets, which improves the classification accuracy and generalisation
ability. In addition, the KNN-TSVM forecasting model achieved excellent results on the
Recall metric. This is due to the use of optimal weight assignment to solve the problem of
distributing contribution values among traditional state vectors, resulting in more stable
accuracy performance. Collectively, the KNN-TSVM forecasting model under the under-
sampling approach has the highest check-all rate compared to the over-sampling model. In
addition, the running time of the KNN-TSVM forecasting model under the undersampling
method is significantly reduced, that is, the forecasting speed is improved.

Table 5. Forecasting effects of over-sampling models

Models Accuracy Precision Recall F-Score Time (s)
Logistic 0.4772 0.0181 0.5211 0.0286 0.24

Decision Trees 0.4793 0.0193 0.5357 0.0299 0.25
SVM 0.4852 0.0215 0.5637 0.0336 0.23

KNN-TSVM 0.4861 0.022 0.6322 0.0361 0.21
BP Neural Networks 0.5573 0.0239 0.6289 0.0395 0.45

6. Conclusion. In this paper, we propose to combine KNN and TSVM to construct a
fraud forecasting model for corporate financial statements. Sixty representative financial
indicators were selected and normalized. TSVM was used to divide the sample set of
historical corporate financial statements of listed companies into several sub-sample sets.
A KNN was used to sub-classify the sub-data sample sets. In addition, the KNN-based
model was optimised using the nearest neighbour weight assignment. As the data samples
for financial statement fraud forecasting are typically unbalanced data. Therefore, dif-
ferent data processing methods are used in this paper, including over-sampling methods
and under-sampling methods. The experimental results validate the effectiveness and so-
phistication of the KNN-TSVM forecasting model. However, there are still limitations in
the selection of indicators, and more indicators such as financial or operational conditions
will be incorporated for follow-up research.
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