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ABSTRACT. Aiming at the unbalanced problem of big data classification, this paper pro-
poses a classification method of unbalanced data on the ground of Bayesian optimal neu-
ral network model. The method firstly uses Optimized Graph Convolutional Network
(OGCN) network to carry out message passing mechanism in data graph, designs neural
network model with self-attention pooling and mean mazximization pooling, and then uses
Bayes optimization to update the posterior probability of optimization function by con-
stantly updating the probability model and evaluating the objective function. FEffectively
solve the problem of speed and optimal solution of hyperparameter optimization in the
neural network model. Secondly, the model is used for data set training to obtain the
weight of the entire network. Secondly, the unbalanced data is mized sampling to reduce
the number of negative samples. Finally, the capability of the model was verified on the
CiteSeer dataset. Ezxperimental results showed that the accuracy rate, accuracy rate and
recall rate of the proposed algorithm were 0.974, 0.982 and 0.973, respectively, which
effectively improved the accuracy rate, accuracy rate and recall rate of unbalanced data
classification compared with other algorithms.

Keywords:unbalanced data; classification method; neural network; bayes optimization;
mixed sampling

1. Introduction. With the maturity of artificial intelligence technology, people’s lives
are changing with each passing day and unprecedented changes have taken place. The
era of big data is producing a huge amount of data information at all times, such as re-
cruitment exams, emails, meituan comments, etc. All kinds of data information fill every
corner of our lives. With the rapid growth of the number of data information, the ability
of manual data processing is powerless, and the unstructured data information occupies
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the majority of the total amount of data information. The digital information age will
face a severe dilemma of massive data processing. Therefore, the rapid classification of
current data information is an important topic in current social research. At present,
there are many mature classification algorithms, such as Decision Tree (DT)[1], Naive
Bayes (NB)[2], Artificial Neural Network (ANN)[3], etc. These classification algorithms
have been successfully applied to human production, life, transportation and other fields.
However, as technology developing, the application of classification algorithms has grad-
ually expanded to other applications, such as security, medicine and other fields [4, 5, 6].
A common feature of many data in these fields is the unbalance of data. How to improve
the classification performance of unbalanced data has significant practical importance and
academic value [7, §].

1.1. Related Work. Han et al. [9] put forward Borderline-SMOTE algorithm, which can
solve the problem of further expansion of noise and improve the performance of SMOTE
algorithm to some extent. However, the performance of the algorithm depends on the
nearest neighbor K value, if the K value is too small, some minority class samples will
be mistaken as noise, and this part of the sample can not generate new minority class
samples. Later, Bunkhumpornpat et al. [10] suggested the Distance-based Synthetic Mi-
nority Oversampling Technique (DBSMOTE) algorithm. This algorithm is mainly on the
ground of the concept of density clustering to generate new minority class samples on
the boundary minority class samples. Ozenne et al. [11] proposed a two-stage Majority
Weighted Minority Oversampling Technique (MWMOTE) algorithm, but this method
could not detect important minority samples far from majority classes. Bae and Yoon
[12] proposed an integration framework, which used technology and PLS feature learning
method to detect polyp through data integration. Alibeigi et al. [13] proposed a method
called Density Based Feature Selection (DBFS), which deals with high-dimensional un-
balanced data through feature sorting. Beyan and Fisher [14] suggested a hierarchical
decomposition method to deal with class imbalance, which integrated clustering and dis-
crete point detection techniques. Zou et al. [15] suggested an innovative framework to
improve classification performance in unbalanced classification problems by finding the
optimal classification threshold. Yu et al. [16] suggested an innovative method based
on compensation strategy and Extreme Learning Machine (ELM) method to deal with
unbalanced classification problems. Cheng et al. [17] proposed the cost-sensitive Large
margin Distribution Machine (CS-LDM) algorithm, and the CS-LDM method introduced
the Cost Sensitive interval mean and cost sensitive penalty term. Krawczyk et al. [18]
proposed an integrated approach on the ground of cost-sensitive decision trees and evo-
lutionary algorithms. On the ground of fuzzy rough set theory, Lopez-Martin et al. [19]
proposed a new classification method for multi-instance class unbalance classification,
which mainly increased the weight adjustment of a few classes and reduced the weight
adjustment of most classes. The results displayed that this method could be effectively
applied to the unbalance classification problem. Zieba et al. [20] declared the Neigh-
bourhood Cleaning Rule (NCL), which improved the editing nearest neighbor rule. In
order to preserve the data distribution characteristics of most classes during undersam-
pling, clustering based undersampling is a common technique. Lin et al. [21] proposed an
under-sampling method based on K-means clustering. First, most classes are clustered
(the number of classes is the number of samples of minority classes), and then the cluster
center of each cluster or the samples closest to the cluster center are selected to form a
new sample set of majority classes, so as to balance majority classes and minority classes.
Zheng et al. [22] proposed a method to select unbalanced text features by adjusting the
combination of positive and negative features in the data. Chen et al. [23] proposed a new
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feature selection method based on class decomposition, which divides large categories into
relatively small pseudo-subclasses and generates pseudo-class labels accordingly. Then the
feature goodness measure is calculated on the new decomposed data, and the feature se-
lection is performed accordingly. Dubey et al. [24] suggested a feature selection method
on the ground of local importance and global importance. However, the false positive rate
of this method is relatively high. For the purpose of solving this problem, Chen et al. [25]
proposed feature selection of unbalanced data on the ground of neighborhood rough sets,
but there was a problem that it could not be accurately classified.

1.2. Motivation and contribution. It can be seen that unbalanced data classification
algorithms still face challenges such as class overlap, lack of representation ability of a few
classes and lack of supervision information. Therefore, this article suggests a classifica-
tion method of unbalanced data on the ground of Bayesian optimization neural network
model to solve the problems of unbalanced and low classification accuracy of traditional
structured data. First, this method adds the attention unit optimization neural network
model on the basis of gate graph neural network GGNN. Then, the optimal combination
of model hyperparameters is obtained by means of Bayesian optimization by constantly
updating the probability model and performing the objective function. At last, the un-
balanced data is mixed sampled to reduce the number of negative samples and improve
the performance of unbalanced data classification.

2. Relevant theoretical analysis.

2.1. Bayesian optimization. Bayesian optimization is an effective global optimization
algorithm, which essentially belongs to a probabilistic model and is one of the advanced
technologies in the area of probabilistic machine learning and artificial intelligence [26]. Tt
is a model-based sequential optimization method, which finds the next evaluation position
according to the information obtained from the unknown objective function, so as to reach
the optimal solution fastest. Bayes theorem is used in the optimization process.

p(C1.s9)p(9)

p(g|01:5) = p(clzs) (1)
Cl!s = {<x17y1>7(‘T27y2)7"'7(‘r87y8>} (2)
Ys = g(xs) + Q95 (3)

In Equations (1), (2) and (3), Cis is the observed set; x is the decision vector; ysq
is the observed value; s is the number of observation sets (the number of iterations);
gs is the observation error; p(Cis | g) is the likelihood distribution of y; p(g) is the
prior probability distribution of the unidentified cost function g; p(Cis) is the marginal
likelihood distribution of g, which is used to optimize hyperparameters; p(g | Cis) is
the posterior potentiality division of g, and the posterior potentiality division indicates
the reliability of the anonymous objective division after dealing with the earlier division.
Bayesian optimization includes two core parts: probabilistic agent model and acquisition
function.

Probabilistic agent model. Gaussian Processes (GPs) are used as a probabilistic proxy
model, and Gaussian processes are widely used in regression, classification, and many
fields where black-box functions need to be inferred. A Gaussian process consists of a
mean function n(x) and a semi-definite covariance function h(x,z’):

g(:E) = f(n(x)> h(xvx/)) (4)
n(z) = Elg(z)] (5)
hz,2') = E[(g(x) — n(2))(g(2") — n(a"))] (6)
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From the prior distribution and likelihood distribution formulas, the marginal likelihood
distribution is obtained:

p(ylX,0) = / Plg)p(gl X 0)df = N(0, S +62) (7)

The hyperparameter ¢ is usually optimized by maximizing this marginal likelihood
distribution. According to the nature of the Gaussian process, there is the following joint

distribution:
Yy ~ ST +6%T Lx
[g*]_N{O’{LfL** (8)

By explicitly specifying the prior mean function n(x), the expression of prior informa-
tion can be facilitated while increasing the explanatory nature of the model, when the
prediction covariance does not change, and the predicted mean becomes:

< gx == n(X,) + LD +8%J) H(y — n(X.)) 9)

2.2. Graph Convolutional Network. Graph convolutional neural networks (Graph
Convolutional Network (GCN)[27] was officially announced in 2016 It is proposed that it
has been widely used in various tasks in recent years, and the effect is very remarkable.
Most deep learning models are on the ground of Euclidean space data, and the data
structure is relatively regular, while irregular data structures such as chemical molecules
and structures need to be processed by models such as GNN. The core idea of GCN is to
use the characteristics of the aggregation node and the characteristics of the neighboring
node set to update the feature vector of the node, and the aggregation operation is
similar to the convolution operation in CNN. But the parameters of the convolution
kernel in GCN are learned by learning. The essential feature of GCN is that the current
node representation is updated by updating the information of neighboring nodes by
performing convolution operations on the graph structure.

Given a set of text graph data with M nodes, each node has unique characteristics.
The characteristics of the nodes in the figure form an M x M-dimensional matrix X,
and the node relationship constitutes an M x N-dimensional adjacency matrix B, which
forms the input to the model. Then, the propagation between the layers in the graph
convolutional network GCN is expressed as Equation (10).

K™ = g(K' B) = e(C~2BC 2 K'V') (10)

where B stands for B + I and I is the identity matrix; g is the feature of each layer,
and the feature in the input layer H is the matrix X; C is the degree matrix of B, and
the equation is C'jj = Ziéﬁ; ¢ is a nonlinear activation function.

In GCN, the representation vector of each layer can be seen as obtained by weighting the
average of the representation vectors of neighboring nodes. Use the averaging function
for each node in the graph to input the final calculated mean into the network model
for training. The GCN model can effectively use the edge information between nodes
to extract features, and the technology in text classification can help the model better
capture the semantic relationship and text structure between words, so as to achieve good
performance on graph data.

3. Neural network model design.
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3.1. Overall structure of model. Firstly, the pre-trained model is used to train text
data, and the trained text vector representation is used as the feature vector representation
of nodes in the data graph. Take the data graph as input and use the optimized neural
network model (OGCN). Among them, the OGCN model is composed of attention units
added to the gated graph neural network GGNN.

With the help of the OGCN network, a messaging mechanism can be made in the data
graph to update the characteristics of the nodes. After training, the node representations
trained by the two models are spliced and fused, and finally self-attention pooling and
mean maximization pooling are adopted. The combined way to learn the graph represen-
tation is fed into the data classifier to complete label classification. The OGCN method
is mainly composed of three parts, and the whole classification method can realize the
label classification of the dataset, including data set pre-training and constructing text
graphs, Messaging and representation and reading out of graphs. The overall structure
of the OGCN method is shown in Figure 1.

3.2. Neural network data graph construction. To construct a data graph is to trans-
form the data into a combination of nodes and edges to form a graph structure, so as to
facilitate the algorithm and analysis on the ground of the graph. The constructed data
graph is shown in Figure 2.

This paper constructs an undirected text graph for data set D = {g1,¢2,...,9;} and
predicts the classification label y belonging to the data. In this paper, in the process of
building the target data into a data graph, the input target data D; builds an independent
graph structure H;, and the number of data in the database is the same as that of the
constructed data graph.

In this paper, H =< W, F' > is used to represent the constructed data graph, where
W (|W|= m) represents all nodes in graph H, F represents all edges in graph H, w; € W
represents a certain node in graph H, f; =< w;,w; >€ F represents a certain edge of
nodes w; to w; in graph H, and |W|= m represents the number of nodes in the graph.
G € R™*¢is the node eigenmatrix in figure H, g; € Ris the eigenvector of node j in figure
H, where c is the dimension of the eigenvector g;. ¥ € R™*¢ represents the eigenmatrix
of graph H, and the dimension represented by a single node vector is C-dimension. The
initialization hidden state ¢° of the data graph H is set by the feature matrix Y, where P
represents the updated state of each time step ¢ during the training process of the model.
¢ € R™™ is the degree matrix in figure H, where Cj; = 3, Bj;, and B = C~'/2BC~'/2
are the symmetric normalized adjacency matrix. B € R™*™ is the adjacency matrix in
figure H, and the value of element Bj; in the adjacency matrix is shown in Equation (11).

| Laif <wj,w; >€ D
Bji = { 0, otherwise (11)

In the data graph, for each data, all the following data are traversed and the co-
occurrence frequency between them is calculated. The formula for calculating the PMI

value between data node y and data node z is shown in Equation (12):

p(y, @)
p(y) % p(x)

Thereinto, p(y, x) represents the probability of two data appearing simultaneously in the
same window, p(y) and p(z) represents the probability of node y and node z respectively.
For each co-occurrence relationship, an edge is added between the corresponding two
data nodes and the weight is their co-occurrence frequency. The constructed data graph
is shown in Figure 2.

PMI(y,z) =log (12)
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Figure 1. Structure diagram of neural network model

Figure 2. Data graph

3.3. Data transfer and readout. In the message passing stage, when the GCN model
is used to train the data, it ends when the number of training iterations reaches 100, or
when the loss value of the training verification set does not decrease for 20 consecutive
iterations, and the node feature representation after training is obtained. Finally, the node
vector representation learned by the GCN model is fused and spliced, and then represented
by the pooling operation learning graph. After the training of the two models, the node
vectors are respectively expressed as: GT = [g1, o, ..., 9m]|, G? = [m1,ma,...,m,,], and
the two vector representations are fused and spliced to obtain the node feature vector
representing GG. The splicing process is shown in Equation (13).
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G = [GT’GH] = [917927"-agm] (13>
Then the learned graph representation vector G is input into the classifier to predict

the classification label X, the process is shown in Equation (14). Where C' identifies the
bias vector and W represents the linear transformation matrix.

X = softmaz(WGy + C) (14)

Finally, the loss of the real label is minimized by the cross-entropy function, which is
shown in Equation (15).

— Z x;H;log(H,; X) (15)

J

4. Classification of unbalanced data based on Bayesian optimal neural network
model.

4.1. Data preprocessing and Bayesian optimization parameters. On the ground
of the above neural network graph construction, to solve the problem of imbalance be-
tween data and avoid the influence of most class samples on classification in overlap area,
this paper proposes an unbalanced data classification algorithm based on Bayesian opti-
mized neural network model. Firstly, the standardized method is used to preprocess the
data, and then Bayesian optimization is used to update the posterior potentiality of the
optimization division by continuously updating the potentiality model and assessing the
objective division, so as to obtain the optimal combination of model hyperparameters,
which can effectively solve the algorithm hyperparameters secondly, the neural network
model designed in the previous section is used for dataset training to obtain the weights
of the whole network, and finally the unbalanced data is mixed sampling to dwindle the
number of negative samples and refine the precision of classification.

Assuming that the original sample data has m variables, the training data set can be
represented as: D = {(y1, 1), (y2, Z2), ..., (Ym, Tm) }, where (y;,2;),7 = 1,2,...,m is called
the sample or sample point. y; € < represents the feature of the j-th sample, v C R™
is the m-dimensional feature space, z; € x = {1,2,..., D} represents the category of the
j-th sample. A classification when D > 3 is called a multiclassification, and D = 2 is
called a binary classification when x = {0, 1} is called a class set, where 0 represents the
majority class and 1 represents the minority class. In view of the unbalanced classification
problem, the sample set of a few classes in D is defined as D,,;,, the sample set of most
classes is D4z, and the sample number of a few classes is much smaller than that of most
classes | Dyin| < Dpae- The imbalance ratio is defined as: J.S = M.

After normalization, most of the sample data is clustered at the orlgln and although
the data is also scaled, the covariance of the sample data remains constant, as shown in
Equation (16). Covariance is of great significance in data processing, as it can measure
the statistical relationship between two random variables, and standardized data can keep
the covariance constant, making the data more fidelity.

cov(y, x) = cov(yD, xD) (16)

Then the hyperparameter combination of the Bayesian optimization model is y* = arg min, ey g(7),
where g(7) is the objective function, min g(vy) is the minimum value of the function, and
y* is the optimal hyperparameter combination required. The updated posterior probabil-
ity is optimized to P(F|C) o< P(C|F)P(F), where P(F') is a Gaussian distribution and
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P(C|F) is a Gaussian regression process. This can be determined by the nuclear matrix
¥ of Equation (17).

Uy, y1) o U1, Ym)
(17)

Z:

The value obtained from the pre-processed data y;(s) through feature extraction and
feature fusion is used as the network input.

LW, v1) o 1Y Ym)

4.2. Classification of unbalanced data based on Bayesian optimal neural net-
work model. On the ground of the above neural network graph construction, to solve
the imbalance between data and avoid the influence of most class samples on classification
in overlap area, this paper proposes an unbalanced data classification algorithm on the
ground of Bayesian optimized neural network model. Firstly, the standardized method
is used to preprocess the data, and then Bayesian optimization is used to update the
posterior potentiality of the optimization division by continuously updating the probabil-
ity model and evaluating the objective division, so as to obtain the optimal combination
of model hyperparameters, which can effectively solve the algorithm hyperparameters
secondly, the neural network model designed in the previous section is used for dataset
training to obtain the weights of the whole network, and finally the unbalanced data is
mixed sampling to refine the number of negative samples and enhance the precision of
classification.

Use the parameter n to represent the target number of mixed samples, it is almost
equivalent to the amount of data in the middle class. The data of the middle class
represents the grade of balance. In a detailed and exact way, delimit n as shown in
Equation (18).

n— [max{lvle} -ZF min{lvml}w (18)

Majority class

l —~ — — — «——>plIntermediate
— / \ class

Minority class

Figure 3. Mixed sampling graph
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where [y] represents the integer up operation. For each v, it is decided which sam-
pling method to use based on the relationship between its base |vf;| and 7. The mixed
sampling scheme is as follows.

If |vkj| > m, vk, is considered the majority class, and is denoted as v . For each
Vi inbl, choose one of the n nodes such as the green node with triangle in Figure 3. The
set of selected 1 nodes is denoted vi¢,:-

If |vk;| < m, vk, are considered to be minority classes and are denoted as vi;,,;. In
view of the above analysis of oversampling, this paper uses the information perturbation
(i.e., information enhancement) means to advance the amount of minority class nodes.
Node-specific level enhancement is a common method of graph data enhancement, which
adds noise to node attributes by using 0 random shielding part in node features. For
Vj € Vigjnpr» @ part of the dimension mask of its feature vector s; is randomly selected to
generate some new nodes as its subsidiary nodes. Formally, a mask vector n € {0,1}¢
is first generated. Then, the features §; of the newly generated node are computed with
5; = s; x . The set v jnp1 is made up of a small number of class nodes which are red in
Figure 3 and their subsidiary nodes are the upsampled node set, denoted as I/}(jnbl.

If |vg;| = n, it is considered an intermediate class and remains unchanged. After
a balanced set is obtained from the above mixed sampling, the loss function can be
expressed as the Equation (19).

] e— -1 exp(sitm(S;, Sp)/T)
L==-) —— log : (19)
0 2 [P0 2 T esploim (. 50)/7)

where Ba(J) is the balanced set a(j) obtained by mixed sampling.

The loss function includes nodes to obtain discriminative representations through en-
coding. In addition to this, we also have the conventional cross-entropy loss of data
classification.

M n

j=1 i=1
5. Algorithm performance testing and analysis.

5.1. Performance comparison. For the purpose of verifying the performance of the
algorithm designed in this paper, this paper experiments are carried out on the algorithm
and other existing algorithms, and all experiments are completed on the Python platform
in personal computers. The computer configuration is as follows: Windows 10 operating
system, 8GB RAM and Intel I5 processor. The experimental big dataset is an unbalanced
version of the well-known CiteSeer dataset [28], which consists of more than 2million
datasets 20 training and test samples for prediction attributes. For ease of analysis,
literature [29] is denoted as LUA, literature [30] is denoted as CSG, and literature [31] is
denoted as SCI, and the algorithm in this article is denoted as OUR.

The model performance is first verified on the CiteSeer dataset. figurel shows the
accuracy rate, accuracy rate, recall rate and F1 values obtained in the final test set using
different types of models on CiteSeer data set, where F1 value is shown in Equation (21).

~ Precision x Recall "
~ Precision + Recall
According to the analysis, compared with LUA, CSG and SCI models, the performance of

OUR model has improved in the four evaluation indexes of accuracy, accuracy, recall and
F1 value. Accuracy has been improved by 0.153, 0.059 and 0.081 respectively; Precision

F1

(21)
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by 0.125, 0.088 and 0.066 respectively; Recall by 0.139, 0.072 and 0.055 respectively;
F1 by 0.132, 0.08, 0.06 respectively. This model performs better than the twin neural
network-based news text classification method on the four indexes. The LUA and CSG
models have in common that they are variants of the RNN model. The difference is that
SCI cannot encode information from back to front, whereas LUA can capture both front

to back and back to front information. OUR model has better performance than LUA,
CSG and SCI.

Table 1. Comparison of different models

Model Accuracy Precision Recall F1

LUA 0.821 0.857 0.834 0.845
CSG 0.915 0.894 0.901 0.897
SCI 0.893 0.916 0918 0.917
OUR 0.974 0.982 0973 0977

To further verify the optimization effect of Bayesian optimization method on the model,
the performance of Bayes + models was tested. OUR Accuracy reached 0.978, Precision
reached 0.987, Recall reached 0.976 and F1 reached 0.981. Compared with the original
model, it is improved by 0.004, 0.005, 0.003 and 0.004 respectively. This model has the
best performance compared with other models in classification results. On the one hand,
thanks to Bayesian optimization parameters, the effective information of data category
is further increased, and the model obtains excellent classification performance through
training; On the other hand, in the structure of the model, the attention mechanism
and information interaction are closely combined to further explore the deep relationship
between data categories and improve the accuracy of data classification. On this basis, the
neural network system is further used to improve the generalization ability of the model,
avoid the occurrence of overfitting problems, and further enhance the performance of data
classification. The specific experimental outcome is indicated in Figure 4.

0.95

0.9

0.8

0.

0.7 I
0.7

LUA+Bayes CSG+Bayes  SCl+Bayes  OUR+Bayes

m Accuracy ®mPrecision mRecall mF1

o Ol

(62}

Figure 4. The performance comparison of algorithms after adding Bayesian op-
timization
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5.2. Ablation experiment. For the purpose of proving the role of mixed sampling in
OUR model, an ablation experiment was performed. Table 2 shows the Accuracy, Preci-
sion and Recall values of the ablation experiment conducted after LUA, CSG, SCI and
OUR were integrated into the Bayesian optimization method on the CiteSeer dataset.
It can be seen from the results in the table that OUR method proposed in this chapter
has better results under the four evaluation indicators of CiteSeer data set. This shows
that mixed sampling is necessary in OUR method and is effective for solving the unbal-
anced node classification problem. In addition, the outcome also indicate that OUR is
markedly better than LUA, CSG and SCI. Because the accidental undersampling greatly
diminishes the all amount of negative samples, which is harmful to contrast studying. A
small number of class nodes achieved by accidental oversampling will cause overfitting,
resulting in unsatisfactory classification results.

Table 2. Comparison of indicators of different models

Model Accuracy Precision Recall
LUA+Bayes+XR 0.859 0.872 0.851
CSG+Bayes+XR 0.947 0.916 0.925
SCI+Bayes+XR 0.924 0.935 0.937
OUR+Bayes+XR 0.981 0.992 0.988

5.3. Experiment on the influence of different imbalance ratios. For the purpose
of exploring the influence of unbalance ratio on OUR method, we conducted validation
experiments on different algorithms with different unbalance ratio on CiteSeer dataset.
The experiment was performed as follows: We fixed the amount of educating data for
most classes of datasets to 100, set the imbalance ratio to 20, 16, 12, 8, 4, and the degree
of imbalance ranged from severe to slight. Each experiment was repeated 10 times, and
the average AUC (area under ROC) and AUPRC (area under accurate recall curve) values
were shown in Figure 5 and Figure 6, respectively. As can be seen from the figure, AUC
and AUPRC scores reached the tallest value when sampling ratio was among 0.9 to 1.1.
When the sampling ratio surpasses 1.1, the educating set presents a reverse imbalance,
that is, the original majority class becomes a minority class, and the original minority
class becomes a majority class, so the AUC and AUPRC gradually decrease. On the
ground of this, the sample scale is set to 1.0 in this chapter. The AUC values of LUA,
CSG and SCI were lower than those of this method when the unbalance ratio of CiteSeer
data set was 2 to 20, indicating that the proposed method was effective at different un-
balance ratios.
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Figure 5. Comparison of AUC
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Figure 6. Comparison of AUPRC

6. Conclusion. In response to the problem of low accuracy in existing imbalanced data
classification methods, this paper proposes a Bayesian optimized neural network model
based imbalanced data classification method. This method first pre trains the model to
train text data, and the trained text vector is represented as the feature vector of nodes
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in the data graph to design a neural network model. Then, standardized methods are
used to preprocess the data, and Bayesian optimization is used to update the posterior
probability of the optimization function. Secondly, the model is trained on the dataset
to obtain the weight of the entire network. Secondly, imbalanced data is mixed sampled,
to reduce the number of negative samples. Finally, the experimental results indicate that
the proposed method can effectively improve the accuracy, precision, and recall of the
system.
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