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Abstract. Research on digital copyright protection for images provides digital media
platforms and social media with important tools to ensure that users do not infringe on
the intellectual property rights of others when sharing and distributing digital images.
This contributes to a fairer and more legitimate digital ecosystem that encourages cre-
ators to actively share their work while protecting their creative output. Therefore, the
digital copyright protection technique for images with invasive weed algorithm is proposed.
Firstly, the principles and characteristics of human visual system are introduced, and the
perceptual characteristics of colour images and the conversion relationship between colour
spaces are analysed. Then, the proposed watermarking algorithm is described in detail, in
which the watermarked image is disrupted to increase the security of the algorithm. An
invasive weed optimisation algorithm is used to select the appropriate embedding strength
to embed the watermark information into the carrier image wavelet transform coefficients
to balance the algorithm robustness and invisibility. The optimal solution of embedding
strength is obtained by seed dispersal and weed multiple competitive optimisation. Finally,
experiments were conducted using MATLAB software and the results were analysed. Ex-
perimental results show that compared with the common particle swarm optimization and
differential evolution algorithm, the proposed method not only improves the applicabil-
ity of the algorithm, but also shows strong robustness to noise attacks, compression and
geometric attacks such as rotation, shearing and translation on the basis of ensuring the
invisibility of the algorithm.
Keywords: invasive weed optimisation; fitness; digital watermarking; copyright protec-
tion; colour images

1. Introduction. Digital copyright protection refers to a range of technical, legal and
regulatory measures designed to ensure that the intellectual property rights of creators
or owners of digital media content are legally protected against unauthorised copying,
distribution, modification or other infringement [1, 2]. This includes a wide range of
digital content such as text, images, audio, video, etc. The main goal of digital copyright
protection is to prevent piracy and infringement in order to encourage creators to create
more content and to ensure that they receive a fair reward for their creative endeavours.

Digital copyright protection can be achieved by a variety of methods, including digital
watermarking [3], encryption [4], access control [5], digital rights management systems
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(DRM) [6], and legal action [7]. These methods can help protect digital content from
unauthorised copying and distribution while allowing legitimate users to gain access and
usage rights. Digital rights protection is an important part of protecting intellectual
property rights in the digital age, helping to safeguard the rights and interests of creators
and content providers while promoting innovation and sustainable development of digital
content.

Digital watermarking technology through a certain algorithm will contain a certain
significance of the logo information embedded in the multimedia content, for the content
itself does not hinder its normal use, embedded watermark information can be the serial
number of the owner of the digitised product, the product’s company logo or this paper
with a special meaning of the information, pictures, etc. [8, 9]. Watermark information is
generally not easy to be noticed, noticed, only through a professional detector or computer
software can be detected, and only the use of the corresponding watermark extraction
algorithm can be hidden watermark information can be extracted more completely. Digital
watermarking technology has a wide range of application prospects, in the realisation of
digital multimedia works copyright protection [10], data authentication or tampering tips
[11], data content integrity authentication [12], as well as broadcasting facilities monitoring
[13] and other aspects play an increasingly important role.

With the in-depth study of related watermarking technologies, optimisation-based dig-
ital watermarking algorithms have been popularised, and optimisation-based algorithms
represented by ant colony algorithms, particle swarm optimisation algorithms, genetic
algorithms, neural network algorithms, and differential evolution algorithms have been
successfully applied to the field of digital watermarking research. Therefore, the research
objective of this work is to design novel digital watermarking optimisation algorithms in
order to further improve the usefulness of digital copyright protection of images.

1.1. Related Work. The process of designing a digital watermarking scheme belongs to
a kind of optimality seeking solution problem [14]. The research on digital watermarking
based on bionic optimisation algorithms is evolving and some significant progress has
been made. Bionic optimization algorithms are computational algorithms inspired by the
evolution and behaviour of organisms in nature, and they have been used to improve the
robustness, stealth and security of digital watermarking.

Giri and Bashir [15] proposed a new wavelet transform based digital watermarking
algorithm for colour images using the principle of bionic optimization [16] to optimize the
digital watermarking algorithm by combining the principle of bionic optimization. Salimi
et al. [17] proposed the use of differential evolution algorithm to improve the transparency
of SVD-based digital watermarking algorithm by using the optimal value obtained by the
differential evolution algorithm, which can then make up for the visual loss of the image
caused by embedding watermarking by using SVD. Thakkar et al. [18] proposed a new
digital watermarking algorithm with the use of SVD and singular value decomposition to
improve the transparency of digital watermarking. Thakkar and Srivastava [18] proposed
an adaptive digital image watermarking algorithm based on differential evolution and
Contourlet transform.

Zheng et al. [19] used particle swarm optimization (PSO) algorithm to optimize the
watermarking technique based on image or audio, which can improve the performance of
the watermarking algorithm to a certain extent. Cui et al. [20] proposed a digital water-
marking algorithm for medical images using differential evolution optimization. Zhuang
et al. [21] proposed a reversible digital watermarking algorithm for the protection of the
electronic medical records of patients in hospitals from being illegally accessed by third
parties using differential evolution algorithm with medical images as the watermarking
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carrier. Bose and Maity [22] proposed a DWT-SVD digital watermarking optimisation
algorithm based on differential evolution using medical images as the watermarking car-
rier. Later on, an improvement of this watermarking algorithm is proposed to adaptively
take the values of the parameters involved in the operation of the differential evolution
algorithm, which reduces the complexity of manually adjusting the parameters.

Invasive Weed Optimization (IWO) is an ecologically inspired optimisation algorithm
for solving various optimisation problems. It works similar to the process of weed growth
and invasion in ecology. In invasive weed optimisation algorithms, solutions compete and
invade to find the optimal solution. Kumar et al. [23] introduced the application of
the IWO algorithm to the N-queen problem. The researchers compared the algorithm
with traditional heuristics and evaluated the performance of the invasive weed optimisa-
tion algorithm in solving this classical combinatorial optimisation problem. The results
show that the algorithm achieves competitive results in the N-queen problem. Sivanan-
thamaitrey and Kumar [24] proposed to apply the IWO algorithm to find the optimal
embedding location to protect colour image watermarks from attacks. The experimen-
tal results show that the method successfully embeds the watermark information while
maintaining the quality of the image. Yue and Zhang [25] proposed to apply the IWO
algorithm to the problem of image segmentation. Experimental results show that the
method achieves good segmentation results on several benchmark image datasets.

1.2. Motivation and contribution. The main advantages of IWO over other bionic
optimisation algorithms (e.g. PSO and DE) are its adaptivity, diversity, simplicity, par-
allelism and better global search capability.IWO simulates the growth and aggression be-
haviour of plant populations, and is highly exploratory and robust for multidimensional
optimisation problems [26, 27].

The advantages of applying IWO to the field of digital watermarking lie in its adaptivity,
robustness and global search capability in terms of digital watermark embedding position
and strength. IWO helps to determine the optimal watermark embedding strategy to en-
sure that the digital watermark remains stable in the face of attacks and transformations,
while being difficult to be detected by unauthorised users, improving the quality and
stealthiness of the digital watermark. This makes IWO a promising algorithm choice for
digital watermarking applications in areas such as intellectual property protection, con-
tent authentication and copyright protection. Therefore, to further improve the utility of
digital copyright protection for images, this work proposes an invasive weed optimisation
algorithm based digital copyright protection technique for images.

The main innovations and contributions of this work include:
(1) The principles and characteristics of the human visual system are introduced, and

the perceptual characteristics of colour images and the conversion relationship between
colour spaces are analysed. Then, the proposed watermarking algorithm is described
in detail, in which the watermarked image is scrambled to increase the security of the
algorithm.

(2) The colour image is used as the carrier image of the watermarking algorithm, and
the appropriate watermark embedding strength is selected based on the IWO algorithm
by combining the HVS characteristics. It not only increases the applicability of the
algorithm, but also shows strong robustness to noise attacks, compression, and geometric
attacks such as rotation, shear, and translation on the basis of ensuring certain algorithmic
invisibility.

2. Principles of the IWO algorithm.



1494 X. Zhou, and A. Santos

2.1. Biological background of the IWO algorithm. Weeds are plants that grow in
places that are not valuable for human survival but occupy places where human production
activities take place, and these plants are generally not cultivated by humans. There are
more than 300,000 species of plants that have been identified and named by scientists
globally, and about 8,000 of them are recognised as weeds, and they are divided into
different species according to their appearance, growth characteristics, and reproduction
modes.

In general, plants known as weeds share some common characteristics, such as diversity
of dispersal modes, superior reproductive capacity and regeneration, excellent resistance to
stress, and high photosynthetic efficiency and short growth cycles. When these weeds grow
in agricultural fields, they compete with crops for nutrients, water, sunlight, space and
other resources in the soil. From the beginning of human farming activities, humans have
been struggling with weeds, in addition to the common artificial weed control, mechanical
weed control and drug weed control, as well as biological weed control, ecological weed
control and integrated weed control and other new weed control methods. However,
thousands of years of history have proved that weeds are always a winner, because today,
weeds are still present in all corners of the earth, and with the renewal of human weeding
methods, weeds have also evolved stronger resistance and environmental adaptability.

Generally speaking, weed invasion needs to go through the following process: firstly,
weed seeds enter the farmland through natural diffusion, and try their best to adapt to the
surrounding environment, with the help of crop growth gaps, waiting for the opportunity
to grow and take root, in order to fight for their own necessary living space. Then in the
process of growth, constantly competing with the surrounding crops and other weeds, for
their own growth for nutrients. Weeds that are more competitive have access to more
nutrients and space to grow, and naturally produce more seeds as they mature, while
less competitive weeds produce fewer seeds. The mature seeds are naturally shed and
dispersed around the parent weed to become a new generation of weed seeds. Among
the new generation of seeds, poorly adapted individuals are eliminated by the process
of natural selection, leaving behind the well-adapted seeds that continue to grow and
reproduce. After a few generations, the weed completely encroaches on the surrounding
territory and becomes the new ruler.

2.2. Mathematical description of the IWO algorithm. The IWO algorithm is a
commonly used evolutionary algorithm, and the flow of the IWO algorithm is described
below in conjunction with Figure 1 [28].

The key idea of IWO algorithm is to simulate the spread and growth of weeds in
the search space, and gradually optimize the fitness function by constantly updating the
seed population to find the best solution. This algorithm is usually used for continuous
optimization problems, but it can also be modified to adapt to different types of problems.
The larger the fitness value the more number of seeds are sown by the individual. The
mathematical description of the common parameters of the IWO algorithm is shown in
Table 1.

The reproductive rate of invaders is calculated according to their fitness and the distance
between adjacent seeds. Generally, invaders with higher adaptability and nearby seeds
with closer distance will have higher reproduction rate. The relationship between fitness
and seeds is as follows:

Snum = floor

[
f(Xi)− Fmin

Fmax − Fmin

(Smax − Smin) + Smin

]
(1)
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Figure 1. Schematic diagram of mathematical description of IWO algorithm

Table 1. Mathematical description of common variables of IWO algorithm

variant Variable Description
Adaptation Minimum Fmax

Adaptation maximum Fmin

Minimum number of seeds Smin

Maximum number of seeds Smax

Maximum population size Pmax

Initial stock size Pmin

When the fitness value is in negative feedback with the number of seeds, then Equation
(2) is used instead of Equation (1).

Snum = floor

[
Fmax − f(Xi)

Fmax − Fmin

(Smax − Smin) + Smin

]
(2)

where floor() denotes the rounding function [29].
In IWO algorithm, seeds usually represent potential solutions to problems, and their

positions are usually represented by numerical values. These values may represent the
characteristics or parameter values of the solution. In some cases, the parameters of
the solution must be integers, such as some discrete problems or specific optimization
problems.
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After calculating the number of seeds according to Equation (1) or Equation (2), as
follows:

Xi,s = Xi +N(0, σ2
iter), Smin ≤ s ≤ Smax (3)

where Xi,s denotes the distribution of seeds after reproduction of the first i seed, centered
on Xi and σiter is calculated:

σiter = σfinal +

(
σmax − iter

itermax

)w

(σinitial − σfinal) (4)

For each seed, input it into the objective function, and calculate the value of the ob-
jective function according to Equation (3) and Equation (4). This value is the fitness
value of the seed. In IWO algorithm, the objective function is usually used to minimize
the problem, so the lower the fitness value, the better the solution. You can specify in
advance the maximum number of iterations that the algorithm will run. Once this limit is
reached, the algorithm will stop. Or we can set a target fitness value, and once the fitness
value of any seed reaches or approaches this value, the algorithm can be terminated early.

Due to the rapid reproduction of the population, after a few generations, the maximum
population size will be reached mmax. After all the weeds in the current iteration have
reproduced according to the size of the fitness value, the newborn population and the
parent population will be sorted together according to the fitness value, and the first
mmax weed individuals with smaller fitness values will be saved to participate in the next
round of growth and reproduction, while all the other individuals with small fitness values
will be eliminated.

2.3. Characteristics of the IWO algorithm. A large number of applications for IWO
have demonstrated the development potential of the IWO algorithm.

(1) Reproduction rule based on fitness value.In the IWO algorithm, the seed reproduc-
tion process depends on the size of the fitness value, the larger the fitness value represents
the stronger the environmental adaptability, the more offspring are allowed to reproduce.
The smaller the fitness value, the less adaptable the environment is, and the fewer offspring
are allowed to reproduce. This mechanism fits well with the probabilistic and periodic
nature followed by evolutionary algorithms and ensures the diversity of the population
[30].

(2) Gentle competitive exclusion mechanism: In the IWO algorithm, when the number
of seeds reaches the upper limit of environmental carrying capacity, instead of the conven-
tional way of deleting the best individuals directly according to the fitness value, all the
individuals are allowed to reproduce and spread out and then eliminated according to the
fitness value. This elimination mechanism ensures that those individuals with lower fit-
ness values in the population also have a certain chance to reproduce, thus increasing the
diversity of the population and greatly reducing the possibility of the population falling
into a local optimum earlier.

(3) Seed dispersal following normal distribution.In the IWO algorithm, weed seeds are
dispersed around the parent following a zero-mean normal distribution, which allows the
weed seeds to spread farther away from the parent at the beginning of the iteration.

3. Human visual models.

3.1. Properties of the human visual model. Human Visual System (HVS) is a very
sophisticated image processing system, but the system still has many imperfections.

On the one hand, HVS has some visual redundancy characteristics, is less sensitive to
some noise, and is less sensitive to textured regions of an image than to smooth and edge
regions of an image. The human eye also cannot accurately recognise when the texture
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characteristics of an image are changed. On the other hand, HVS shows different bright-
ness perception characteristics for different colours with the same background conditions,
and has different sensitivities to different frequency domain regions of the image, and is
less sensitive to high-frequency components of the image. Therefore, when designing the
watermarking algorithm, it is important to pay attention to the carrier image involved in
the algorithm as well as the brightness, texture, frequency domain and edge information
of the watermarked image and other factors that are important to HVS.

The human visual system (HVS, Human Visual System) is a complex and sophisticated
system with several key properties that can be analysed in two main parts [31]: perceptual
and cognitive properties.

(1) Perceptual properties. The human visual system is capable of perceiving different
wavelengths of light, including red, green and blue. The cone cells in our retina can
distinguish between these colours, enabling us to see a rich variety of colours. This
ability helps us to identify and distinguish between objects of different colours.HVS is
very sensitive to contrast. We can perceive differences in light and dark between objects,
which helps us to recognise edges and details in a scene. High contrast helps in highlighting
objects and low contrast helps in blurring and softness. Humans have a wide field of vision,
front and back. We can perceive and focus on multiple objects and areas in our field of
view, although the central field of view has a higher resolution. Since we have two eyes,
we are able to achieve stereoscopic vision, perceiving depth and three-dimensional space.
This helps us to estimate the distance and position of objects.The HVS is able to sense
the motion and speed of objects, which is important for tracking moving objects and
navigation.

(2) Cognitive properties. The human brain has an excellent pattern recognition ability
to recognise and understand a variety of complex patterns and shapes. This helps us
to recognise objects, faces, words, etc. HVS tends to gaze and focus on specific areas
of the visual field. Eye movement is the phenomenon where our eyes move rapidly to
scan different areas. This helps us to focus and perceive more details. The human visual
system is susceptible to optical and psychological illusions. This means that we may have
false perceptions in certain situations, especially under the influence of certain conditions
such as light, background, etc. HVS can help us recognise different objects, faces and
other specific features, which is important for social interaction, object recognition and
navigation.

3.2. Perceptual properties of the human visual model for colour images. The
perceptual properties of the human visual model for colour images show excellent colour
sensitivity and discrimination. Through the different types of cone cells in the retina,
we are able to perceive various colours such as red, green and blue, and integrate this
information in the brain, enabling us to observe the colourful world.

In addition, our visual system is very sensitive to contrast and is able to perceive changes
in brightness and colour in different areas of an image, thus enabling us to distinguish
between the outlines and details of objects. This ability of colour perception and contrast
perception enables us to deeply understand and appreciate the subtleties of colour images,
including colour differences between different objects and backgrounds, textures, changes
in lighting, and overall image composition. These perceptual properties give us a high
degree of sensitivity to colour images, enabling us to derive complex information from
them and to make perceptions and decisions.

The RGB (red, green and blue) model has a number of limitations in its application
to colour description of colour images. Firstly, the RGB model uses only three channels
to represent colour information, whereas real-world colours are continuous and consist
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of a myriad of wavelengths and spectral components, and therefore cannot fully capture
subtle colour differences. Secondly, the RGB model cannot handle the brightness and
saturation information of colours, which means that it ignores the brightness and shades
of colours when describing them. Finally, the RGB model is also unable to handle sub-
jective differences in colour perception, as different people may perceive the same colour
differently, and this subjectivity cannot be captured by the RGB model. Therefore, in
order to describe the colours of colour images more accurately, more sophisticated colour
models such as Lab colour space are required, which can represent the attributes of colours
more comprehensively, including brightness, hue and saturation, to better meet the needs
of human perception. Therefore, the YIQ colour space is used in this work.

The YIQ colour space belongs to the NTSC system and is mostly used for image
communication, where Y represents the luminance component of an image and I and Q
represent the colour components. Converting a colour image from the RGB format to
YIQ separates the luminance component Y from I and Q in the image. In addition,
the human eye shows less sensitivity to the Y component than the components I and Q.
The linear transformation between RGB and YIQ is simple to compute and has better
clustering. The relationship between RGB and YIQ colour space conversion is shown
below: YI

Q

 =

0.299 0.587 0.114
0.596 −0.275 −0.321
0.212 −0.523 0.311

 ·

RG
B

 (5)

RG
B

 =

1.0 0.956 0.620
1.0 −0.272 −0.647
1.0 −1.108 1.703

 ·

YI
Q

 (6)

Where R, G and B represent the luminance values of the red, green and blue channels
respectively.

4. IWO-based digital copyright protection for colour images.

4.1. Watermark generation. In the watermark generation stage, Arnold disruption
technology is mainly used to preprocess the watermark image to improve the security of
the algorithm. In the watermark embedding and extraction process, DWT-SVD process-
ing is applied to the carrier image to achieve the purpose of enhancing the robustness of
the watermarking algorithm. The specific process is shown in Figure 2.

The embedding strength values for watermarks are taken empirically and are generally
set as constants. In fact, the selection of embedding strength is adaptive according to
the different images, which can be achieved by using the IWO algorithm. The watermark
information is embedded and extracted according to the embedding intensity values of
different frequency subbands of the original image. After the watermark is embedded,
common algorithmic attacks are performed on the watermarked image, causing different
degrees of distortion to the image according to various attack functions. This work com-
bines the objective function involved in the IWO algorithm to achieve the optimisation of
the watermarking algorithm. The objective function is closely related to the invisibility
and robustness of the watermarking algorithm and its expression is shown below:

Maximizef = NC(W,W ∗) +NC(I, I∗) (7)

where W denotes the watermarked image, W ∗ denotes the extracted watermarked im-
age, I denotes the original image, and I∗ denotes the image containing the watermark.
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Figure 2. Watermark embedding process

Normalized Correlation (NC ) denotes the normalized correlation coefficient, which re-
flects the similarity of the two images, and is an objective criterion for evaluating the
effectiveness of watermark extraction.

The larger value of NC(I, I∗) indicates that the more similar the original image is
to the watermarked image containing watermark, i.e., the better the watermarking al-
gorithm is hidden. The larger value of NC(W,W ∗) indicates that the more similar the
watermarked image is to the extracted watermarked image, i.e., the better the robustness
of the algorithm is. The definition of the NC function is shown below:

NC(X, X̂) =

∑
i

∑
j X(i, j)X̂(i, j)√∑

i

∑
j X(i, j)2

√∑
i

∑
j X̂(i, j)2

(8)

where X denotes the original image (or watermarked image) and X̂ denotes the water-
marked image (or extracted watermarked image).

Three population individuals are arbitrarily selected for the diffusion operation, where
the diffusion factor F [0.4, 0.9] is obtained according to Equation (4). t denotes the maxi-
mum number of evolutionary generations of the IWO algorithm, and t denotes the current
number of individual generations.

F = Fmax − (Fmax − Fmin)

(
t

T

)2

(9)

Reproduction produces new individuals for competitive evolution operations.

4.2. Embedding algorithm for watermarking. Colour space conversion of carrier
image A to RGB format to YIQ format.

Then, the Y component of the YIQ space is extracted and a three-level DWT is per-
formed to obtain four different frequency components, including a low-frequency approx-
imation subband as well as three high-frequency detail subbands Yk.

According to Equation (10), the four subbands Yk obtained above are subjected to
SVD decomposition to find the corresponding singular values Sk.

Yk = UkSkV
T
k k ∈ (LL,LLH,HL,HH) (10)



1500 X. Zhou, and A. Santos

The watermarked image W is subjected to the key SK-based Arnold transform to
obtain the disordered watermarked image W∗, and W∗ is processed using a one-level
DWT, which likewise yields a low-frequency approximation subband as well as three
high-frequency detail subbands Wk.

The matrix C is obtained by multiplicatively adding the singular values Sk correspond-
ing to the obtained Y components with Wk according to the equation, respectively.

Sk +QkWk = Ck k ∈ (LL,LH,HL,HH) (11)

Where Q is the embedding strength in the watermarking algorithm and the value is
obtained by IWO algorithm.

The SVD inverse decomposition of the matrix C is performed and the luminance com-
ponent Yw of the image after the addition of the watermark is obtained using a three-level
DWT inverse transform.

UkSkVk
T = Ywk k ∈ (LL,LH,HL,HH) (12)

Finally, the luminance component Yw is combined with the I and Q colour components
in the YIQ format corresponding to image A, and the YIQ format is converted to RGB
format to finally obtain the watermarked image Aw.

4.3. Watermark extraction algorithm. The watermark containing image A∗
w after

attack is subjected to colour space conversion, RGB is converted to YIQ format and Yw

component is extracted.
The SVD decomposition of Yw according to Equation (13) yields the matrices U∗, Sw,

and VT.
Y′

wk = U′
kS

′
wkV

′Tk k ∈ (LL,LH,HL,HH) (13)

The singular value S corresponding to the luminance component Y of image A and
the singular value matrix Sw corresponding to the watermarked image (attacked) are
computed according to Equation (14), and the matrix W∗ can be obtained, where the
embedding factor Q is kept constant.

W′∗
wk = (S′

wk − Sk)/Qk k ∈ (LL,LH,HL,HH) (14)

The matrix W′∗ is inverted by one level of DWT to extract the disrupted watermark
image W∗ after the attack.

The extracted watermark image W∗ can be obtained by performing the Arnold inverse
transformation of W∗ with the disruption number SK.

4.4. Specific steps for digital image watermarking. The IWO based digital copy-
right protection method for colour images is shown in Algorithm 1.

The proposed method consists of three main parts: (1) reading the original colour
image and watermarked image data; (2) initialising the invasive weed optimisation (IWO)
algorithm parameters; and (3) initialising the watermark embedding parameters, such as
watermark intensity, position, size, etc.

5. Experimental results and analyses.

5.1. Experimental environment and experimental dataset. In order to verify the
performance of IWO algorithm in digital image watermarking, Matlab is used for exam-
ple simulation. Particle swarm algorithm [19], differential evolutionary algorithm [20] and
IWO algorithm are used for comparison respectively. Embedding strength in watermark-
ing algorithm is obtained by differential evolutionary algorithm.

Set the target fitness value of IWO algorithm to 0.05, and its initial values are shown
in Table 2.
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Algorithm 1 IWO-based Digital Copyright Protection for Colour Images

1: // IWO algorithm parameter setting
2: population size = 50 // population size
3: max generation = 100 // maximum number of iterations
4: feature dimension = width * height * channels // image feature dimension (size of

the image and number of channels)
5: // Initialisation of populations
6: InitializePopulation(population size, feature dimension) // randomly initialise indi-

viduals in the population
7: // IWO algorithm main iteration process
8: for generation in 1 to max generation do
9: for each weed in population do
10: EvaluateFitness(weed) // Evaluate fitness of each weed (individual)
11: // Intrusion process - update based on fitness
12: invasive = SelectInvasiveWeed(population) // select invasive weeds
13: UpdateWeed(weed, invasive) // update current weed based on invasive weeds
14: // Reproduction process - reproduction based on optimal weeds
15: best weed = SelectBestWeed(population) // select the most adapted weed
16: Reproduce(weed, best weed) // Reproduce using best weed
17: end for
18: end for
19: // End Evaluation
20: // Getting the best weed (the most adapted weed)
21: best weed = SelectBestWeed(population)
22: // Embedded Watermark - Optimised for IWO
23: EmbedWatermark(original image, watermark image, best weed, watermark strength,

watermark location)
24: // Output colour image with watermark
25: OutputWatermarkedImage(original image)
26: // Watermark extraction
27: extracted watermark = ExtractWatermark(original image, watermark location, wa-

termark size)
28: // Output extracted watermark
29: OutputExtractedWatermark(extracted watermark)

The experimental watermark image is selected as a grey scale image of size 128Ö128. In
order to better verify the reasonableness of the algorithm, two colour images both of size
512Ö512 are selected as carrier images, where Baboon image has more complex texture
than Lena image. For better presentation, the size of the related images is appropriately
adjusted. The dimension of the problem solved by the IWO algorithm is 4 since there are
watermarks embedded in all four regions of the image transform domain.

Table 2. Initial value setting of IWO algorithm

itermax Pmax Smin Smax σinitial σfinal

200 46 1 6 1 0.0005

5.2. IWO iterative performance verification. In the research and application of op-
timization algorithm, the main purpose of iterative performance verification is to evaluate
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the efficiency and effectiveness of the algorithm. By verifying the iterative performance
of the algorithm, the following information about convergence performance, stability and
feasibility can be obtained. The optimal fitness value and the number of iterations are
simulated and the results are shown in Figure 3.
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Figure 3. Convergence performance comparison

It can be seen that the IWO algorithm is optimal, obtaining the optimal fitness value
in 52 iterations, whereas the DE algorithm reaches convergence in 108 iterations and the
PSO algorithm reaches convergence in 142 iterations. From the convergence process, it
can also be seen that the DE algorithm and PSO algorithm obtained the local optimal
solution in 4 and 5 times respectively, while the IWO algorithm did not have a local
optimal, which indicates that the IWO algorithm has an obvious advantage in terms of
convergence performance.

5.3. Watermark invisibility analysis. Peak Signal to Noise Ratio (PSNR) is usually
used to evaluate the image quality, but it can be used to assess the invisibility of the wa-
termark or the effect of the watermark embedding on the original image. The invisibility
of the watermark is evaluated based on the magnitude of the PSNR value.

PSNR is a metric used to compare the similarity between two images.It measures the
visibility of the watermark by comparing the difference between the original image and
the watermarked image. A higher value of PSNR indicates that the two images are more
similar, thus indicating a higher level of invisibility of the watermark.The formula for
calculating PSNR is shown below:

PSNR = 10 · log10
(
Max2

MSE

)
(15)

Where Max denotes the maximum value of the image pixels (usually 255, for an 8-
bit image) and MSE (Mean Squared Error) is the average of the squares of the pixel
differences between the original image and the watermarked image.
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Typically, if the PSNR value is high (close to the quality of the original image), it
means that the watermark has better invisibility to the image. Conversely, if the PSNR
value is low, it may mean that the watermark is more visible to the image. In general,
when PSNR > 30, the modification of the image is not visible to the human eye, i.e., the
reconstructed picture and the original image are hard to differentiate from one another.

The carrier image Lena and the carrier image Baboon are shown in Figure 4 and Figure
5, respectively. The watermark image is shown in Figure 6.

Figure 4. Carrier image
Lena

Figure 5. Carrier image
Baboon

Figure 6. Watermarked images

Visually, the embedded watermark does not affect the carrier image, and the extracted
watermark image is clearer and has high visual quality. In addition, the original watermark
image can be extracted by calculating the PSNR values of the watermark-containing image
and the carrier image as 46.2243 and 47.1536, respectively. In comparison to the original
watermark image, the extracted watermark image has an NC value of 1. It can be proved
that the IWO watermarking algorithm can effectively ensure the concealment of the image
embedded watermark, i.e., the algorithm has good invisibility.

5.4. Watermarking Robustness Analysis. In the robustness experiments, the watermark-
containing images are attacked separately by Gaussian noise (0.03), pretzel noise (0.04),
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clipping (top left 1/4, bottom right 1/4), counterclockwise rotation (20◦, 40◦), JPEG
compression (8, 12, 65, 90), and panning (60×60, -60×60). Figure 7 and Figure 8 show
the watermark-containing images of the clipping attack. Figure 9 and Figure 10 shows
the watermarked image extracted after the attack.

Figure 7. Watermarked
image Lena

Figure 8. Watermarked
image Baboon

Figure 9. Extracted water-
mark Lena

Figure 10. Extracted wa-
termark Baboon

Through visual observation, it can be found that the watermark image extracted after
the attack and the original watermark image have different degrees of changes in sensory
quality, but can still be clearly distinguished. The features of the extracted watermark
image are clearer. In addition, in order to objectively verify the robustness of the algo-
rithm, the correlation of the experimentally obtained watermarked images is compared
and examined by calculating the NC value between the extracted watermarked image
and the original watermarked image. The comparison folds of NC values between the
extracted watermarked image and the original watermarked image under different attack
methods are shown in Figure 11.

It can be seen that in different attack methods and under different parameters, the
NC values of the extracted watermarked images obtained by the IWO algorithm and DE
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Figure 11. Comparison of NC values obtained by different watermarking algo-
rithms

algorithm do not differ much from the original watermarked image, and the NC values
are above 0.95 and the variation is small. While PSO algorithm has more fluctuation
and obvious disorder such as SPN, RT1, RT2, JPEG1 and JPEG2.Therefore, the colour
image watermarking algorithm based on IWO algorithm shows high robustness.

6. Conclusion. In this work, an image digital copyright protection technique based on
invasive weed optimisation algorithm is proposed. Firstly, the principles and character-
istics of the human visual system are introduced, and the perceptual characteristics of
colour images and the conversion relationship between colour spaces are analysed. Then,
the proposed watermarking algorithm is described in detail, in which the watermarked
image is disordered to increase the security of the algorithm. Secondly, the colour image is
used as the carrier image of the watermarking algorithm, and the appropriate watermark
embedding intensity is selected based on the IWO algorithm in combination with the HVS
characteristics. It not only increases the applicability of the algorithm, but also shows
strong robustness to noise attacks, compression, and geometric attacks such as rotation,
shear, and translation on the basis of ensuring certain algorithmic invisibility. However,
the population diversity maintenance of IWO can be further improved. A better diver-
sity maintenance strategy can help the algorithm better avoid falling into local optimal
solutions. Follow-up studies will be conducted to analyse this issue.
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