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Abstract. This paper aims at the problem of poor energy saving of the testing equip-
ment when the testing organization tests the electrical performance of the power battery,
and aims to conduct research with the goal of minimizing the power consumption of
the testing equipment. An attempt to solve the green scheduling problem for electrical
performance testing using standard particle swarm algorithms and replacing traditional
schemes. First, according to the actual test requirements, the test task is divided into
multiple continuous work units, and the time constraint relationship between related work
units is described by the work unit correlation. Combined with the detection process,
a scheduling model for the task scheduling problem of electrical performance testing is
given. Through a two-layer coding strategy, the mapping relationship between the sched-
uling scheme and the individual particles in the particle swarm optimization algorithm is
successfully established. Finally, two sets of simulation experiments with different sched-
uling scales are carried out. The simulation results show that the energy saving ratio
of the method proposed in this paper is increased by 28.45% and 33.51% compared with
the traditional method. The energy saving performance of testing equipment has been
significantly improved, realizing green scheduling.
Keywords: Electrical performance test, Green scheduling, Particle swarm optimization

1. Introduction. Lithium batteries have the advantages of high energy density, high
power density, low self-discharge rate, and no memory effect [1]. Therefore, lithium bat-
teries are gradually becoming active in daily life. Lithium batteries still need to undergo
a series of tests after manufacture. Only through partial random inspection or batch full
inspection can it leave the factory. At present, the battery detection system is developing
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toward the direction of detection efficiency and energy recycling [2]. However, the bat-
tery testing organization found that the energy saving effect of the testing equipment is
not good when the battery is tested for electrical performance. This problem not only
increases the cost input of testing institutions, but also does not conform to the concept
of green development. This problem needs to be solved urgently.

GB/T 31486-2015 “Electrical Performance Requirements and Test Methods for Trac-
tion Batteries for Electric Vehicles” specifies the electrical performance requirements, test
methods and inspection rules for power lithium battery. The electrical performance test
of lithium batteries required by this standard includes charge and discharge performance
at different temperatures and charge and discharge performance at different rates, and
there are many test contents [3]. The battery detection equipment has the function of
energy feedback, and the battery pack in the discharge stage during the test can feed back
energy to the battery pack or the power grid in the current charging stage. The current
testing organization usually adopts a sequential testing scheme for electrical performance
testing. The battery pack to be tested will be inserted into the test channel in turn until
all the test items of the battery pack are completed and then switch to the next battery
pack. This scheme is called the traditional scheme, and its detection execution diagram
is shown in Figure 1.

Figure 1. Execution diagram of traditional scheme detection

It is not difficult to see that the process flow under the traditional solution is too simple.
Traditional solutions do not consider the function of energy feedback between channels.
There is little energy feedback process between battery packs, which leads to the problem
of poor energy-saving effect of the detection equipment. When the number of battery
packs tested in batches increases, the disadvantages of traditional solutions will also be
magnified. Therefore, the overall detection efficiency of the detection equipment is low.
Testing costs have also increased significantly. Therefore, the current detection process
can be studied with green scheduling as the target.

In recent years, more and more scholars have studied green scheduling in the fields of
industrial production and manufacturing. Literature [4, 5, 6] considered the energy con-
sumption under different machine states and the energy-saving method of the machine
on the basis of the dynamic flexible job shop, and constructs a system based on the min-
imization of total energy consumption, maximum completion time, total machine load
and product quality stability. A high-dimensional multi-objective green dynamic flexible
job shop scheduling model for the target, and an improved gray wolf optimization algo-
rithm is designed to solve this problem. Literature [7, 8, 9] aimed at the problem of green
sustainable development, through quantitative green index evaluation method, constructs
a multi-objective hybrid flow shop scheduling model that minimizes the maximum com-
pletion time, carbon emissions and noise, and proposes a hybrid discrete multi-objective
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empire competition The algorithm solves the model. Literature [10, 11] comprehensively
considered the multi-level organizational structure and task configuration characteristics
of the flexible job shop, and proposed a green batch scheduling method for the flexible job
shop based on a multi-level optimization model. And based on the difference and inter-
action relationship of objectives at different scheduling levels, a two-level energy-saving
and efficiency-enhancing strategy is developed. Literature [12] developed a model for the
flexible job shop scheduling problem, and proposed an energy consumption model to cal-
culate the energy consumption of machines in different states. Then, a non-dominated
sorting genetic algorithm is developed to solve the problem. In the non-dominated sort-
ing genetic algorithm, a green scheduling heuristic is proposed to simultaneously optimize
manufacturing span, energy consumption, and the number of on/off machines. Litera-
ture [13, 14, 15] also aimed at the green scheduling problem, and successfully used the
particle swarm optimization algorithm to solve such problems.

In summary, there is no research on the green scheduling problem for battery electrical
performance testing. And the scheduling problem has not been solved using intelligent
algorithms such as particle swarm algorithm. Since the existing literature has provided
systematic analysis and research on the green scheduling problem in other fields, this paper
combines the ideas and methods of the above studies in other industrial fields. Therefore,
this paper refers to the above mentioned ideas and methods of the existing research
in other industrial fields. The article proposes a task scheduling model for electrical
performance testing. And the article tries to use the standard particle swarm optimization
algorithm. Finally, the scheduling scheme that minimizes the power consumption of the
test equipment is successfully solved. The resulting scheduling scheme reduces energy
consumption to a certain extent compared with the traditional scheme. Thus, the goal of
green testing is realized.

2. Characteristics of Green Scheduling Problems for Electrical Performance
Testing. Scheduling problem refers to: for a decomposable job, under the premise of
certain constraints, in order to achieve the optimization of a certain goal, such as the op-
timization of total manufacturing time and total manufacturing cost, reasonably arrange
the processing time occupied by each component. Time, resources and sequencing [16].
Obviously, the green scheduling problem of electrical performance testing can be studied
with reference to the scheduling problem in the industrial field.

Integrating GB/T 31486-2015 and traditional detection schemes, the electrical perfor-
mance test has the following characteristics: the battery detection channel can perform
all electrical performance tests, and the test uses a charge-discharge mode with a fixed
rate current, so all charge-discharge processes will have a theory Time, that is, the hourly
rate (the time required for the battery to discharge from the rated capacity to the end-
of-discharge voltage at a constant current, or the time required for the battery to charge
to the rated capacity under the state of the end-of-discharge voltage) [17]. At the same
time, task correlation is proposed in the test task scheduling to describe the resource oc-
cupation between two tasks [18]. In electrical performance test scheduling, each detection
task is divided into several work units, and it is found that there are similar constraints
among some work units. For example, some work units cannot proceed to the next work
unit immediately after completion, and the battery needs to be put on hold for a period
of time before it can enter the next work unit for testing. The time constraint between
work units is an occupation relationship for time resources. Therefore, in the following,
this constraint is called unit of work dependency.
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2.1. Unit of work dependencies. Unit of work dependency is used to describe a re-
source occupancy relationship between two or more work units, and its definition is as
follows. This paper defines 1: unit of work dependencies. In addition to the sequence
constraints between consecutive work units in the same test, there are certain constraints
between the start time and end time of different continuous work units, which are called
work unit dependencies. This paper defines 2: related pre-work units and related post-
work units. If there is a work unit correlation between two different continuous work units
in the same test task, the continuous work unit executed in the front is the relevant pre-
work unit, and the continuous work unit executed in the back is the relevant post-work
unit.

If there is a correlation between two work units, there are usually the following four
forms: the start time of the work unit before the correlation to the start time of the work
unit after the correlation, denoted as RSS , the start time of the work unit before the
correlation to the end time of the work unit after the correlation, denoted as RSF , the
end time of the pre-correlation work unit to the start time of the post-correlation work
unit, denoted as RFS , and the end time of the pre-correlation work unit to the end time
of the post-correlation work unit, denoted as RFF .

For example, if there is a correlation between two continuous working units Oija and
Oijb (a ̸= b, a, b ∈ k) in the j th process Oij of the battery pack Oi to be tested, the mathe-
matical expression R (a, b) = (Tab, tab) can be used to express the correlation information
between the two, where Tab is the type of correlation (Tab ∈ {RSS, RSF , RFS, RFF}) , tab
represents the relative time. The start time and end time of work unit Oijk are Sijk and
Fijk respectively. There are four kinds of work unit correlations, which can be described
algebraically as follows:

If R (a, b) = (RSS, tab), then there is Equation 1.

Sijb ≥ Sijb + tab (1)

If R (a, b) = (RSF , tab), then there is Equation 2.

Fijb ≥ Sija + tab (2)

If R (a, b) = (RFS, tab), then there is Equation 3.

Sijb ≥ Fija + tab (3)

If R (a, b) = (RFF , tab), then there is Equation 4.

Fijb ≥ Fija + tab (4)

2.2. Energy conversion mode analysis. Since the current equipment already has the
energy feedback function, it was found during the test that there are many modes of
energy flow between the test equipment and the test battery. However, these modes have
an important impact on solving the relationship between energies.

Under the condition that the model of the battery pack to be tested is determined, the
energy expression provided by a single battery pack can be expressed by Equation 5 [19].

EBAT = QBAT × UBAT (5)

The time for the battery pack to fully discharge can be calculated from the discharge
current, as shown in Equation 6.

tOUT = QBAT ÷ (η × C) (6)
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For the discharge process of multiple battery packs, it is known that a single battery
pack is discharged at a current of ηC, the discharge time is tOUT , and the energy of the
battery is:

EBAT OUT =
∑

UBAT × η × C × tOUT (7)

For the charging process of multiple battery packs, it is known that a single battery
pack is charged at a current of ηC, and the capacity of a single battery pack with a
charging time of tIN is QBAT IN .

QBAT IN = η × C × tIN (8)

The equivalent total energy is:

EBAT IN =
∑ QBAT IN

QBAT
× EBAT (9)

(1) Grid side energy supply mode.
This mode is relatively common, that is, in the current time detection sequence, all

the energy required by the current battery pack is supplied by the grid side. The energy
flow diagram is shown in Figure 2. The energy relationship in this mode is represented
by Equation 10.

ENET OUT = EBAT IN ÷ ηCE (10)

Figure 2. Grid side energy supply mod

(2) Battery pack energy supply mode.
On the side of the battery pack, in the current test sequence, the battery pack in the

discharge process and the charging process both exist, and the energy released is greater
than the energy charged by the battery pack, then the discharged battery pack supplies
all the energy of the rechargeable battery pack, and the excess energy is fed back to the
grid side. At this time, the energy released by the battery pack will pass through two
DC/DC modules when charging each battery pack that needs to be charged. The energy
conversion is: the energy of the discharged battery pack is equal to the total energy of
the charged battery pack plus the energy fed back to the grid plus the energy lost. The
flow diagram is shown in Figure 3. The energy relationship is expressed by Equation 11,
and the energy input by the grid side is expressed by Equation 12.

EBAT OUT = EBAT IN ÷ (ηFE1)
2 + ENET IN ÷ ηFE2 (11)

ENET IN = ηFE2 × (EBAT OUT − EBAT IN ÷ (ηFE1)
2) (12)
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Figure 3. Battery pack energy supply mode

(3) Mixed energy supply mode.
In this mode, the same as mode 2, there are also battery packs in the charging phase and

discharging phase, but at this time the energy released by the battery pack is not enough
to supply energy to the rechargeable battery pack, so energy needs to be supplemented
from the grid side. In this mode, the energy is transformed into: charging battery pack
energy = discharging battery pack energy + grid supplementary energy - loss energy. The
flow diagram is shown in Figure 4. The energy consumed by the grid side is represented
by Equation 13.

ENET OUT =
(
EBAT IN − EBAT OUT × (ηFE1)

2)÷ ηCE (13)

Figure 4. Mixed energy supply mode

(4) Electric energy feedback grid mode.
This mode corresponds to mode 1. At this time, the battery pack side is in the discharge

stage, and the battery pack needs to release all energy to the grid side. The energy
conversion in this mode is: the grid side energy is equal to the total energy of all battery
packs minus the loss energy. The flow diagram is shown in Figure 5. The grid side inflow
energy is shown in Equation 14.

ENET IN = EBAT OUT × ηFE2 (14)

(5) Battery-battery powered mode.
This mode can be regarded as a special mode of mode 2 and mode 3, and the conditions

for its occurrence are relatively harsh. At this time, the energy provided by the battery
pack in the discharge phase is just converted into the energy required by the battery pack
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Figure 5. Electric energy feedback grid mode

in the charging phase, and the AC/DC module is in the off state, that is, the energy
flowing into or out of the grid side is exactly 0. The flow diagram is shown in Figure 6.
At the same time, this mode represents an ideal mode, which means that electrical energy
can be fully recycled within the system.

Figure 6. Battery-battery powered mode

EBAT IN = EBAT OUT × (ηFE1)
2 (15)

Equation 15 describes the relationship between the energy of the battery pack in the
discharge phase and the energy of the battery pack in the charge phase in this mode. It is
not difficult to see that when the total energy value of the battery pack exceeds this critical
value during the discharge phase, and the excess energy of the discharged battery pack
needs to be fed back to the grid side, the energy supply mode will change to the battery
pack power supply mode, that is, mode 2; similarly, when When the total energy value of
the battery pack in the discharge phase is lower than this critical value, the battery pack
in the charging phase has not reached the charging termination state, and the grid side
needs to provide the remaining required energy, and the energy supply mode will change
to a hybrid energy supply mode. That is mode 3. Therefore, the battery-battery power
supply mode can be regarded as the critical mode between the battery pack power supply
mode and the hybrid power supply mode, and it is also a condition for judging mode 2
and mode 3. And this mode is an ideal state, that is, the energy in the equipment is
completely recovered, reducing the inflow of energy from the grid side.
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2.3. Build a scheduling model. There are n battery packs to be tested, and each
battery pack Oi needs to perform m electrical performance test tasks, and each test item
Oij contains q continuous working units. The test equipment has r detection ports with
the same function for battery pack selection. The order of the electrical performance test
tasks required by the battery pack Oij is fixed, and the time required for the continuous
working unit Oij in each test task Oijk can be obtained from the “Electrical Performance
Requirements and Test Methods for Traction Battery for Electric Vehicles”, and recorded
for Pijk. The time for the battery pack Oi to complete all test tasks is recorded as Ci.
Cmax is the maximum test completion time. The maximum test completion time is the
time when all tasks are completed. And there is a maximum test delivery period of Cdp,
which requires that Cmax cannot exceed Cdp. The information of the battery pack to be
tested is known. The flow of energy in the test will cause loss. At the same time, the
energy conversion efficiency ηCE of the test equipment, the efficiency ηFE1 of the energy
feedback in DC/DC module and the efficiency ηFE2 of the energy feedback grid are known.
Through the reasonable scheduling of the test units, the power consumption of the test
equipment is the lowest in the entire test process, and the following assumptions are made:

(1) All battery packs to be tested can be tested from zero time.
(2) The preparation work required for the battery pack in the test phase and the time

taken to switch the battery pack in the detection channel are negligible.
(3) The battery pack is in an empty state by default, that is, the battery pack needs

to undergo the standard charging process provided by the national standard during the
test process.

(4) The failure of the testing equipment or the interruption of the test task process due
to external factors (such as power failure) are not considered for the time being.

(5) The testing process of all battery packs to be tested is fixed, and the continuous
working unit and lay-up time in each task are carried out in accordance with the standard.

(6) Even if the battery packs to be tested are of the same model, the capacity may be
slightly different due to differences in materials or other factors, so the calculations are
based on their rated values.

(7) The energy of the battery pack to be tested is calculated by Equation 5.
(8) Changes in battery capacity due to temperature changes or other conditions are

not considered.
(9) All test tasks can be carried out in any detection channel.
The symbolic parameters involved in the mathematical model are shown in Table 1.
Set the scheduling goal as the solution to the lowest power consumption of the test

equipment, that is, the total energy consumption on the grid side is the smallest, then
the objective function is shown in Equation 16:

f = min (ELOSS) (16)

The total output energy of the grid side is represented by ELOSS, and Equation 17
further explains the composition of the total output energy of the grid side, that is, the
grid side The difference between output energy and input energy.

ELOSS =
∑

ENET OUT −
∑

ENET IN (17)

During the whole test process, there are also the following constraints:

F r
ijk = Sr

ijk + xr
ijkP

r
ijk,∀i ∈ N, j ∈ M,k ∈ Q, r ∈ H (18)

F r
ijk ≤ Sr

ij(k+1),∀i ∈ N, j ∈ M,k ∈ Q, r ∈ H (19)

F r
ijk ≤ Sr

i(j+1)k,∀i ∈ N, j ∈ M,k ∈ Q, r ∈ H (20)
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Table 1. Model parameters table

Symbol Description
n The number of battery packs to be tested.
N The battery pack index set to be tested. N = {1 , 2, · · · , n}
i Battery index. i ∈ N
m Number of test tasks.
M Test task index collection. M = {1 , 2, · · · , m}
j Test task index. j ∈ M
q The number of continuous work units in a task.

Q
Index collection of consecutive units of work within a task.

Q = {1 , 2, · · · , q}
k Test task unit index. k ∈ Q
d Number of detection channels.
H Detection channel index set. H = {1 , 2, · · · , d}
r Detection port index. r ∈ H
Oi The ith battery pack. Oi ∈ {O1 , O2, · · · , On}

Oij
The j th test task of the ith battery pack.

Oij ∈ {Oi1 , Oi2, · · · , Oim}

Oijk
The kth continuous working unit of the j th test task of the ith

battery pack. Oijk ∈ {Oij1 , Oij2, · · · , Oijq}

Or
ijk

The kth continuous working unit of the j th test task of the ith
battery pack is detected in the rth detection channel.

P r
ijk The start time of the unit of work Or

ijk.
Sr
ijk The start time of the unit of work Or

ijk.
F r
ijk The end time of the unit of work Or

ijk.

T r
ijk

The detection time course interval of the unit of work Or
ijk.

T r
ijk = [Sijk, Fijk]

YIN Set of working cells in charging stages of battery pack.
YOUT Set of working cells in battery pack discharge phase.

wijk
The shelving time that the unit of work Oijk needs before

executing the test task.

Wijk
The actual shelving time that the unit of work Oijk elapsed before

executing the test task.

xr
ijk

State variables. When xr
ijk = 1, it means that Oijk is detecting at

the detection channel r, and in other cases xr
ijk = 0.

Ci Battery pack i completes all test task time.

Cmax
Maximum test completion time, which is the time when the last

test of all batteries was completed.
Cdp The maximum delivery period.

ENET IN Energy input to the grid side.
ENET OUT Energy output from the grid side.
EBAT IN Energy input to the battery pack.
EBAT OUT The energy output by the battery pack.
ELOSS The total output energy of the grid side.
EBAT The total energy produced by the battery pack.
QBAT The rated capacity of the battery pack.
UBAT The rated voltage of the battery pack.
ηCE Detect the power conversion efficiency of the equipment.
ηFE1 Power feedback DC/DC module efficiency.
ηFE2 Electric energy feedback grid efficiency.
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∃Oija, Oijb ∈ Oijk, R (a, b) = (RFS, tab) ,∀i ∈ N, j ∈ M, b ∈ Q (21)

tab = wijb, ∀i ∈ N, j ∈ M, b ∈ Q (22)

Sr
ijk ≥ 0, ∀i ∈ N, j ∈ M,k ∈ Q, r ∈ H (23)

d∑
r=1

xr
ijk = 1, d ∈ H (24)

Ci ≥ max
(∑m

j=1

∑q
k=1

∑d
r=1 x

r
ijkF

r
ijk

)
(25)

Cmax ≥ maxCi (26)

Cdp ≥ Cmax (27)

Among them, Equation 18 indicates that in the testing process, once a test task starts, it
must not be interrupted in the middle. Equation 19 indicates that there is a work sequence
constraint in the continuous work unit in the test task, that is, the work unit with a smaller
value is executed earlier Equation 20 indicates that there is a sequence constraint among
the test tasks, that is, the battery needs to complete the previous test task before entering
the next test task. Equation 21 indicates that there is a correlation between the working
units in the same task. Equation 22 gives the quantitative relationship between the
correlation time and the lay-by time. Equation 23 indicates that all battery modules to
be tested can be tested at zero time. Equation 24 indicates that all working units can only
be tested in one detection channel Equation 25 gives the completion time when all testing
items of each battery pack are completed. Equation 26 indicates the completion time
of the batch of testing tasks, which is the maximum completion time among all battery
packs. Equation 27 indicates that the total test time must not exceed the maximum test
delivery period.

3. Algorithm Design and Implementation. In recent years, more and more scholars
have proposed and used intelligent algorithms to solve various kinds of problems. There
are many kinds of intelligent algorithms. The classical algorithms include genetic algo-
rithm, particle swarm algorithm, bee colony algorithm and so on. Many scholars use
these algorithms to solve all kinds of problems. And more and more new algorithms have
been proposed, such as chaotic-based tumbleweed optimization algorithm (CPPE) [20],
phasmatodea population evolution algorithm with chaotic maps CTOA [21] and so on.
Benefiting from the rapid development of intelligent algorithms, better results have been
achieved for solving certain existing scheduling problems.

PSO was proposed by James Kennedy and Russell Eberhart in 1995 [22]. Its core
idea is to find an optimal position information for each particle in the search space, and
find a global optimal position from these individuals. The solution is compared with the
historical optimal solution, and the best one is selected as the current historical optimal
solution. Therefore, each particle has two attributes of position and velocity, and in
the optimization process, the particle’s own position and velocity information is adjusted
through the current individual optimal solution found by the particle and the current
global optimal solution of the group. The update speed and position of particles are
according to Equation 28 and Equation 29.

vik+1 = wvik + c1r1 (p
i
best − xi

k) + c2r2 (gbest − xi
k) (28)

xi
k+1 = xi

k + vik+1 (29)

In the formula: the position and velocity of the particle in the current round and
the next round are respectively determined by xi

k, vik, xi
k+1 And vik+1 said. w is the

inertia weight. c1 and c2 represent learning factors. r1 and r2 are random values in the
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range of [0, 1]. pibest represents the best individual position of particle i in history, and
the corresponding best position of global particle history is represented by gbest. The
individual optimal position and the global optimal position are updated continuously
through iterations.

In Eq 28, the velocity vik+1 of the next round is updated based on the current round
velocity vik. This represents the particle’s trust in the current state of motion. vik+1 is
the momentum necessary for the particle to make a motion displacement and allows the
particle to make inertial motion based on its own velocity. c1r1 (p

i
best − xi

k) represents
the particle’s own flight experience. This term represents the particle’s “self-awareness”
and encourages the particle to fly to the best position it has ever found. c1r1 (p

i
best − xi

k)
represents the current particle’s flight experience from other particles, and represents the
cooperation and sharing of information between particles. This term describes the “social
cognition” of the particles and guides them to the best position in the swarm.

3.1. Encoding and decoding. Since PSO is directly aimed at the individual particles,
the optimal particle is finally obtained, and the scheduling problem needs to determine
the scheduling scheme. The encoding and decoding operations are to establish a mapping
relationship between the specific scheduling scheme and the individual population , the
operation of converting a scheduling scheme into a particle in the population is called
encoding, and the corresponding decoding operation is to convert a particle into a sched-
uling scheme [23]. Encoding and decoding operations are therefore an important part of
linking the optimization algorithm with the actual scheduling problem.

This paper adopts a double-layer coding method. The first layer of coding represents the
generated work unit information, and the second layer of coding represents the detection
channel information corresponding to the work unit. Since the solution of the electrical
performance test scheduling problem is a discrete scheduling sequence, it belongs to a
discrete problem. The standard particle swarm optimization algorithm is more suitable
for solving continuous variable optimization problems. Therefore, a position-vector-based
encoding is used to generate the first layer of encoding. Directly generate position vectors,
embedding single-point positions into the search space. Therefore, the generated position
points can directly represent the position information of the particles in the particle
swarm. The specific operation steps of encoding are as follows:

Step1: First generate an initial code string. The initial code string is related to the
scale of the scheduling problem. In the scheduling of electrical performance test tasks, the
battery index value is generated. According to the number of battery packs, the index
value is generated according to the rule from small to large. The number of index values
generated is each battery pack. total number of units of work.

Step2: Establishes a random position range generation interval.
Step3: Randomly generate non-repeating position vector values, and the number of

generated values is the same as the length of the initial encoding string.
Step4: The position vector values correspond to the initial encoding. Encoding is

complete.
For example, for a scheduling problem with a scheduling scale of 3Ö4, usually the initial

code string is set to 111122223333, and then randomly generate different coordinate values
(3.42, 1.78, 0.24, 0.02, 0.45, 1.57, 1.66, 1.78, 2.42 , 3.42, 3.78, 4.67), the coordinate value
is the position information of individual particles. Sorting operation is performed on
the randomly generated position vectors to obtain a sequence of encoded strings, and
the corresponding scheduling scheme can be obtained through decoding. The process is
shown in Figure 7.
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Figure 7. Schematic diagram of the first layer of coding

The second layer of coding adopts a kind of coding for random number processing, and
the specific operation steps are as follows:

Step1: Randomly generate values within the range.
Step2: Perform absolute value operation on the generated value.
Step3: Divide the obtained value by the total number of detection channels and take

the remainder.
Step4: Round up the obtained remainder, and the obtained number is the detection

channel information.
For example, the code string of the second layer is randomly generated as (3.23, 1.06,

4.15, 2.64, 1.82, 3.46, 5.23, 3.76, 2.53, 3.11, 0.29, 1.18), and the detection channel code
is 221122221212 after decoding. The final corresponding decoding information is (O2

111,
O2

311, O
1
312, O

1
112 , O2

211, O
2
212, O

2
221, O

2
121, O

1
321, O

2
122, O

1
222, O

2
322). The above-mentioned

second-layer encoding process can be shown in Figure 8.

Figure 8. Schematic diagram of the second layer coding

After combining the two layers of encoding, the generated scheduling information can
be obtained, as shown in Figure 9.
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Figure 9. Schematic diagram of double-layer coding

3.2. Start time calculation. The currently obtained decoding string only represents
the order of work units on all detection channels. Further operations are required to
determine the start test time information of each work unit, so as to calculate the energy
consumption value generated by the currently generated scheduling scheme.

For any work unit Or
ijk, there is an early detection time interval, that is

[
min

(
Sr
ijk

)
, ∞) .

The earliest test start time of this work unit is subject to the following two constraints:
(1) The first constraint is the completion time of the previous working unit of battery

pack i, and the previous working unit is Oiab. At this time, the detection time range of
[Fiab + tabjk, ∞) . Among them, tabjk is the relative time (if the two work units do not
have correlation, it is equivalent to the relative time being 0).

(2) The second constraint is the completion time of the previous work unit of the current
detection channel, denoted as Oi′j′k′ . At this time, the detection time range of Oijk is
[Fi′j′k′ , ∞) .

Therefore, according to the above two constraints, Oijk can start working time interval
as Equation 30. And Equation 30 also represents the testable time interval of the battery
pack to be tested for each detection channel at present.[

min
(
Sr
ijk

)
, ∞) = [Fiab + tabjk, ∞)

⋂
[Fi′j′k′ , ∞) (30)

Due to the properties of the equipment, the efficiency of energy conversion between
DC/DC modules is higher than the efficiency of energy fed back to the grid. Therefore,
at the current moment, the work arrangement rule of each test channel is to set the
discharging process and the charging process of the battery pack that can be arranged to
be tested at the same moment. That is, the intersection of the start test time intervals
of the work units to be scheduled in each test channel is Equation 31. And the current
moment belongs to the test time interval in each test channel.

[S, ∞) = [Sr
ijk, ∞)

⋂
· · ·

⋂
[Sr′

i′j′k′ , ∞) (31)

From this, two time calculation rules can be obtained and summarized as follows:
Calculation rule 1: For the current work unit that needs to be arranged, according to

its charge and discharge properties, arrange the work units in the charging phase and the
discharging phase at the same time, and the calculation formula is shown in Equation 31.

Calculation rule 2: If the working units that can be arranged to be detected in each
detection channel are all in the charging stage or all in the discharging stage. Then the
judgment condition in Calculation Rule 1 is invalid, and it is only necessary to arrange
the start detection time of the battery pack according to the requirements of Equation 30.

3.3. Algorithm process. The process steps of PSO to solve the scheduling problem are
as follows:
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Step1: Initialize the operation. The number of particle swarms is set to 60.The number
of iterations is 250. Learning factors c1 and c2 are 2. Inertia weighting of 0.9. The velocity
interval is [0, 10]. The fitness function is Equation 16.

Step2: Generate initial population.
Step3: Calculate the fitness value of each individual particle in the population accord-

ing to the fitness function, retain the optimal position of each particle, and retain the best
fitness value of the individual and the optimal position of the group so far.

Step4: According to the speed and position update formula, update the particle speed
and position.

Step5: Calculate the fitness value of the newly generated particles, and compare the
fitness value of the optimal position of each particle with the fitness value of the historical
optimal position, if better, replace the historical optimal position with the current the
position of the particle.

Step6: For each particle, compare the fitness value of its optimal position with the
optimal fitness value of the group, and if it is better, update the optimal position and
optimal fitness value of the group.

Step7: Determine whether the current result satisfies the stop condition, or reaches
the maximum number of iterations. If so, stop outputting the result. If not, jump to
Step3 and continue running until the termination condition is met.

The overall flowchart of the algorithm is shown in Figure 10.

Figure 10. Algorithm flowchart
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4. Simulation. In order to verify the feasibility of the above method, the following
simulation experiment is now done. First, the electrical performance test tasks of the
battery pack to be tested are: room temperature discharge performance test, room tem-
perature rate discharge performance test, room temperature rate charge performance
test, low temperature discharge capacity test and high temperature discharge capac-
ity test. The specific information of each test task is shown in Table 2. Secondly,
the set of working unit dependencies within the task of the battery pack to be tested
is {R(Oi11, Oi12), R(Oi13, Oi14), R(Oi15, Oi16), R(Oi21, Oi22), R(Oi31, Oi32), R(Oi32, Oi33),
R(Oi41, Oi42), R(Oi51, Oi52)}. The working unit set of the charging process and the work-
ing unit set of the discharging process are shown in Equation 32 and Equation 33.

YIN = {Oi11, Oi13, Oi15, Oi21, Oi32, Oi41, Oi51} (32)

YOUT = {Oi12, Oi14, Oi16, Oi22, Oi31, Oi33, Oi42, Oi52} (33)

Table 2. Electrical performance test information

Task
number

Name
Test

time/min
Wait

time/min

Number of
continuous

working units

1
Discharge performance test at room

temperature (3 times)
360 180 6

2
Rate discharge performance test at

room temperature
80 60 2

3
Room temperature rate charging

performance test
90 120 3

4
Low temperature discharge

capacity test
120 1500 2

5
High temperature discharge

capacity test
120 300 2

4.1. 5Ö15Ö2 scheduling scale energy consumption simulation experiment. In
this experiment, the number of battery packs to be tested in this batch is 5, the total
number of test working units for each battery pack is 15, and the number of detection
channels is 2. The test scale can be expressed as 5Ö15Ö2 scheduling scale. The infor-
mation of the battery pack to be tested is obtained from the test batch information of a
certain company. The rated voltage of the battery pack is 25.6V and the rated capacity is
100Ah. The maximum delivery period is 168h. The conversion efficiency of J company’s
test equipment is 93%, the efficiency of the feedback DC/DC module is 97%, and the
efficiency of the feedback grid is 90%. The results of ten runs are taken, and the energy
consumption results are kept to two decimal places. The data are shown in Table 3.

Table 3 shows the optimized value obtained by running the algorithm for 10 times.
The minimum dispatched value calculated in Experiment 7 is 10.43 kW·h, which saves
5.28 kW·h compared with 15.71 kW·h of the traditional scheme. The proportion reached
33.61%. However, the dispatched value of Experiment 4 is 12.04 kW·h at the maximum
in the 10 simulations, saving 3.67 kW·h, and the energy-saving ratio is 23.36%. The
average value of ten experiments is 11.24 kW·h, and the average energy saving ratio
reaches 28.45%. It is not difficult to see that the energy-saving effect after optimization
is more obvious.



Research on Green Scheduling of Power Battery Electrical Performance Test 1621

Table 3. 5Ö15Ö2 scheduling scale energy consumption comparison

Experiment
number

Dispatched
value/kW·h

Average
value/kW·h

Energy
consumption

value of
traditional

scheme/kW·h

Energy
consumption

difference/kW·h

Energy
saving
ratio

1 11.57

11.24 15.71

4.14 26.35%
2 10.93 4.78 30.43%
3 11.42 4.29 27.31%
4 12.04 3.67 23.36%
5 10.58 5.13 32.65%
6 11.22 4.49 28.58%
7 10.43 5.28 33.61%
8 10.82 4.89 31.13%
9 11.96 3.75 23.87%
10 11.46 4.25 27.05%

The scheduling gantt chart is shown in Figure 11. The overall scheduling process can
be divided into two time periods, 0 to 2000 min and 3000 to 4000 min. There are no
working cells in 2000 to 3000 min because all the current battery packs have been put on
hold in the low-temperature discharge capacity test.

The detection channel scheduling sequence of Experiment 7 is shown in the table 4 (the
sequence of working units has been arranged in the order of starting work). From the data
in the table, it is clear that the scheduling scheme for the current optimal outcome is not
unique. As in detection channel 2, O111 and O511 produce a new scheduling sequence after
swapping the order of detection. However, since the current simulation experiment has
the same battery pack information and the same detection task, the difference is only the
inconsistency of the battery pack serial number. Therefore the new scheduling sequence
is equivalent to the original scheduling sequence.

Figure 11. 5Ö15Ö2 scheduling gantt chart

4.2. 10Ö15Ö4 scheduling scale energy consumption simulation experiment. In
this experiment, the batch of battery packs is 10, that is, the total number of test working
units is 150, the number of detection channels is increased to 4, and the test scale can be
expressed as 10Ö15Ö4 scheduling scale. The battery pack has a rated voltage of 25.6V and
a rated capacity of 100Ah. The maximum delivery period is 240h. Simulation experiment
2 also takes 10 calculation results, and the energy consumption results retain two decimal
places. The data are shown in Table 5.
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Table 4. 5Ö15Ö2 scheduling work sequence information

Channel information Unit of work sequence

Detection channel 1

O411, O412, O112, O512, O114, O115, O514, O313, O214, O314,
O215, O414, O121, O415, O122, O316, O222, O131, O531, O431,
O132, O533, O232, O141, O322, O331, O241, O333, O341, O142,

O151, O551, O442, O451, O152, O452, O352

Detection channel 2

O111, O511, O311, O211, O113, O212, O513, O213, O312, O116,
O515, O413, O516, O315, O521, O216, O221, O522, O416, O421,
O422, O532, O321, O231, O133, O432, O233, O541, O332, O433,

O441, O542, O242, O251, O342, O351, O552, O252

Table 5. 10Ö15Ö4 scheduling scale energy consumption comparison

Experiment
number

Dispatched
value/kW·h

Average
value/kW·h

Energy
consumption

value of
traditional

scheme/kW·h

Energy
consumption

difference/kW·h

Energy
saving
ratio

1 21.57

20.89 31.42

9.67 30.78%
2 20.98 10.44 34.31%
3 20.63 11.06 35.20%
4 21.54 9.88 31.44%
5 21.43 9.99 31.79%
6 19.87 11.55 36.76%
7 20.31 11.11 35.60%
8 20.12 11.30 35.96%
9 21.56 9.86 31.38%
10 20.71 10.71 34.09%

It can be seen from the data in Table 5 that the dispatching effect of Experiment 6
is the best among the current ten experiments, and its dispatched value is 19.87 kW·h,
which is 11.55 kW·h less than the traditional scheme, and the energy saving ratio reaches
36.76%. The dispatch value of 21.75 kW·h in Experiment 1 is the largest among the ten
experiments, and its energy-saving ratio has reached 30.78%. In Experiment 2, the dis-
patching average of ten experiments is 20.89 kW·h, and the average energy-saving ratio
reaches 33.51%, which is slightly higher than the average energy-saving ratio in Exper-
iment 1. The main reason for this phenomenon is that the efficiency of the equipment
feeding back the power grid is lower than that of feeding back the DC/DC module. With
the increase of the dispatch scale and the increase of the detection channel, the energy
flow mode between the battery packs increases during the test, resulting in The losses are
lower than those incurred when feeding energy back to the grid.

The scheduling gantt chart of Experiment 6 is shown in Figure 12. The overall process
is also divided into two periods, from 0 to 2500 min and from 2600 to 4200 min. From
the electrical performance test task information, it is known that the low-temperature
discharge capacity test specifies that the battery’s shelving time is 1500 min. When the
batteries are all in this state, a longer shelving phase will be generated. The detection
channel sequence information is shown in Table 6. Where the work units in the channel
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have been prioritized in order of start time. The optimal solution corresponding to the
scheduling scheme is again not unique.

Figure 12. 10Ö15Ö4 scheduling gantt chart

Table 6. 10Ö15Ö4 scheduling work sequence information

Channel information Unit of work sequence

Detection channel 1

O811, O711, O1011, O411, O1013,O114, O213, O1015, O413,
O914,O715, O615, O814, O216, O313, O422, O221, O522, O531,
O921, O821, O541, O321, O131, O132, O331, O332, O933, O333,

O341, O841, O542, O551, O342, O842, O851, O852

Detection channel 2

O111, O911, O112, O812, O813, O912, O1014, O214, O613, O513,
O915, O515, O421, O916, O616, O815, O622, O816, O231, O631,
O632, O731, O633, O232, O732, O241, O733, O741, O242, O251,

O742, O351, O751, O252, O352, O752

Detection channel 3

O612, O712, O212, O511, O913, O512, O116, O414, O415, O312,
O716, O121, O721, O431, O314, O432, O532, O433, O533, O316,
O722, O922, O822, O931, O932, O831, O832, O1032, O833, O1033,

O1041, O452, O951, O1042, O151, O952, O152

Detection channel 4

O611, O211, O113, O1012, O311, O713, O412, O115, O714, O215,
O614, O514, O416, O516, O521, O122, O621, O222, O441, O315,

O1016, O1021, O1022, O322, O641, O1031, O233, O133, O941, O141,
O442, O451, O642, O651, O942, O142, O552, O1051, O652, O1052

5. Conclusions. In this paper, the scheduling target with the lowest power consumption
of test equipment is the optimization object, and a multi-machine scheduling model based
on the scheduling target is established. Four specific modes of energy flow in the entire
detection process are deduced in detail, which provides a theoretical basis and solution
method for calculating the value of the objective function. Through a two-layer coding
method, the mapping relationship between population individuals and scheduling schemes
is successfully established. A calculation rule for the start time of the work unit test in the
scheduling sequence is proposed, and the start time is arranged for the scheduling sequence
generated by each test channel, so that the generated scheduling scheme is perfected.And
the optimal scheduling scheme is successfully solved by PSO. Finally, through simulation
experiments, the method proposed in this paper can reduce the energy consumption of
testing equipment by 30% compared with traditional methods, and successfully improves
the energy saving performance of testing equipment.
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