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Abstract. Most tourists are constrained by several factors such as transportation, cost,
time, attractions, hotels, etc. when making travel plans, yet existing studies have not
sufficiently considered tourists’ preferences and constraints, which makes it difficult to
truly satisfy tourists’ individual needs. Therefore, a more effective intelligent planning
system for tourist routes is needed to solve this problem. In this work, a personalised
multi-objective travel route recommendation method based on the super multiobjective
optimisation algorithm is proposed. Firstly, to address the problem that the commonly
used multi-objective optimization algorithms cannot effectively balance the global con-
vergence characteristics and quantum behavioural characteristics, this work proposes a
super-multi-objective optimization algorithm based on vector evaluation. Then, a multi-
objective tourism route planning model is constructed using the hotels and attractions
recommended by the tourism software and solved using the proposed hyper-multi-objective
optimisation algorithm. The hotels selected by tourists are used as the starting and end-
ing points of the tourism routes, and the personalised tourism routes are planned for
tourists under the condition of satisfying the constraints. Finally, the model is validated
using Chongqing city as the target city and the user’s travel assistance as an example,
taking the diversity of attraction types into account. The results show that compared with
the dynamic programming algorithm, the non-inferior solution set of the proposed super
multiobjective optimisation algorithm contains the optimal solution and the time used is
shorter, which verifies that the proposed method has certain feasibility and effectiveness.
Keywords: Tourist route recommendation; Multi-objective optimisation; Particle swarm
algorithm; Quantum behaviour; Conditional constraints

1. Introduction. Tourism has become an important organisational activity for people,
and with the maturity of GPS positioning technology and the improvement of transport
facilities, the forms of tourism have become more diversified [1, 2]. The rapid development
of mobile phones and other intelligent devices allows people to share their travelling
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experience on major travel websites or make comments on some tourist attractions they
have visited, which makes the travel information on the Internet become richer.

Such a large amount of tourist information brings a problem of severe information
overload in the field of tourism [3, 4]. When a tourist makes a travel plan, he/she is faced
with a large amount of redundant data on the Internet, and if he/she wants to find useful
information for himself/herself, he/she needs to spend a lot of time, and different tourists
feel differently about the subjective feelings of the same tourist attraction, and release
different tourist evaluation information, which increases the difficulty of decision-making,
and tourists need to inquire about attraction information, hotel information, and traffic
conditions every time they travel, which greatly consumes time and energy [5, 6]. How to
help tourists obtain the information they need in a large amount of redundant and useless
tourism information environment, and help tourists plan a travel route that meets their
own requirements is an urgent problem facing the current tourism industry.

How to determine the sequence of attractions in order to obtain the maximum tourism
benefits at the minimum cost is the problem of tourism route planning. Existing tourism
websites can only recommend some popular attractions to tourists, which can’t satisfy the
personalised needs of tourists [7]. Therefore, the intelligent recommendation of tourism
routes has become the primary choice for tourists to travel, and the first problem to be
solved by the intelligent recommendation of tourism routes is the planning of tourism
routes [8], and a reasonable tourism route should not only satisfy the user’s personalised
preferences, but also enable tourists to obtain the maximum tourism benefits at the
smallest cost. Although the current major tourism websites provide a large amount of
tourism information, and all recommend some tourism products, popular attractions, as
well as travel tips for tourists [9]. In the face of such a wealth of tourism information,
tourists must spend a lot of time and energy to read, from which to find out the information
they need, and then refer to other people’s travel experience, and then with their own
practical combination to make travel plans, meeting all of the demands of tourists is
challenging. Therefore, the information provided by tourism websites will not be able
to bring tourists a good experience. In addition, people are more willing to accept the
recommendation of route information that meets their preferences rather than searching
for travel information in a redundant environment [10].

When planning travel arrangements, most visitors are limited by a number of issues,
including hotels, transportation, cost, and time. However, the studies that have already
been done do not adequately take into account the preferences and limits of tourists, which
makes it challenging to properly meet each visitor’s unique demands [11]. To address this
issue, a more sophisticated intelligent scheduling system for tourism routes is required.
In this work, a personalised multi-objective tourism route recommendation method based
on the super multiobjective optimisation algorithm is proposed.

1.1. Related Work. The tourism route recommendation problem is an important field
of path planning, the research on tourism route recommendation first originated from
path planning, and the most classic of the path planning problems is the traveller’s prob-
lem which is often referred to as the traveller’s problem [12]. When tourists plan their
travel routes, they first need to collect information about hotels and attractions, and they
also need to consider factors such as traffic, cost, and time constraints, which is cumber-
some to achieve. For the multi-objective tourism route planning problem, the existing
research theories are also relatively comprehensive, mainly divided into two categories:
exact algorithms and heuristic algorithms.
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Exact algorithms use mathematical methods to solve the problem directly to obtain an
optimal solution. For example, an exact travel route can be obtained by solving a mini-
mum weight Hamiltonian loop based on the Traveller’s Problem (TSP) [13] or its variants.
However, this approach is usually difficult to handle large-scale problems. Based on users’
historical data, Abbaspour and Samadzadegan [14] proposed a time-dependent model of
the route planning problem, and then solved the proposed corresponding model to obtain
time-inclusive travel route planning results, which are recommended to the users. Yang
et al. [15] proposed a pattern- and preference-aware travel route recommender scheme.
Firstly, a system architecture is constructed based on the proposed travel route recom-
mendation, and then the movement pattern of each user is modelled. Finally, a travel
route recommendation scheme is proposed to develop travel routes and recommend per-
sonalised services for the target users. Wörndl et al. [16] proposed a path recommendation
mechanism for the prediction of the next tourist attraction and the optimal path recom-
mendation for the predicted tourist attraction. An objective function based on multiple
route parameters such as distance, road congestion, weather conditions, route popularity
and user preferences are designed to obtain better optimisation results for tourist routes.
Majid et al. [17] extracted attraction information from tourist photographs to mine user
preferences in the photographs, including weather information, social relationships and
time information, in order to recommend tourists a route that meets their personalised
preferences. Route.

Multi-objective optimisation requires simultaneous optimisation of multiple conflicting
objectives, and it is difficult for an exact algorithm to find an optimal solution in a multi-
dimensional objective space, while heuristic algorithms can efficiently search the complex
solution space and quickly find an approximate optimal solution. Heuristic algorithms, on
the other hand, are a class of approximation algorithms that obtain a suboptimal or near-
optimal solution by optimising a possible solution. This approach can handle large-scale
problems and can sometimes yield very good results. Many classical heuristic algorithms
draw on the idea of multi-objective optimisation [18]. For example, genetic algorithms
simulate the process of biological evolution to optimise multiple objectives, and particle
swarm algorithms allow each particle to represent a set of multi-objective solutions and
optimise all objectives through group collaboration. All these algorithms make use of
the idea of population optimisation in multi-objective optimisation. Common heuristic
algorithms include Genetic Algorithm (GA) [19], Simulated Annealing Algorithm (SAA)
[20], Particle Swarm Algorithm (PSO) [21], etc. Chen et al. [22] used a genetic algorithm
to plan personalised tourist routes. The method generates personalised routes based on
tourists’ budget, time, interest and other factors. Experiments show that this method
can quickly find the optimal solution in complex environments, and the generated travel
routes are more in line with personal preferences. Liu et al. [23] proposed to train a
new meta-heuristic algorithm for dynamic planning of personalised travel routes through
deep reinforcement learning. Experiments show that the method can change the route
according to the real-time environment and maximise the quality of the route.

1.2. Motivation and contribution. Multi-objective optimisation algorithms are usu-
ally combined with heuristic algorithms for solution. An exact algorithm is used to gen-
erate a set of pareto-optimal solutions as initial solutions, and then a heuristic algorithm
is used to search the solution space with the aim of finding a better set of non-inferior
pareto-optimal solutions. This hybrid approach combines the advantages of both algo-
rithms.
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However, the multi-objective optimization algorithm based on heuristic algorithm still
has some shortcomings, for example, when dealing with multi-constraint travel route plan-
ning, the commonly used multi-objective optimization algorithms are unable to effectively
balance the global convergence characteristics and quantum behavioural characteristics of
the problem, so there is an urgent need for a model that conforms to the actual scenarios,
and recommends to the users travel routes that can meet their real needs.

The main innovations and contributions of this work include:
(1) Aiming at the problem that commonly used multi-objective optimization algorithms

cannot effectively balance the global convergence property and the quantum behavioural
property [24], this work proposes an ultra-multi-objective optimization algorithm based
on vector evaluation called Vector Evaluated Quantum Particle Swarm Optimization (VE-
QPSO), which is mainly composed of an objective-based vector-based individual evalua-
tion method combined with the QPSO algorithm.

(2) Construct a multi-objective tourism route planning model using the hotels and
attractions recommended by the tourism software, and solve it using the proposed super
multi-objective optimisation algorithm. The hotels selected by tourists are used as the
starting and ending points of the travel routes, and personalised travel routes are planned
for tourists under the condition of satisfying the constraints.

2. Principles of multi-objective planning.

2.1. Multi-objective problem description. The theory of multi-objective optimisa-
tion [25] involves a number of modern mathematical disciplines, and its solution methods
are often based on linear, non-linear, stochastic and numerical computational tools and
techniques. At present, multi-objective planning has made important progress in both
theoretical research, solution methods, and applications, making it a huge discipline.

In terms of theoretical studies, multi-objective optimisation encompasses a very wide
and rich range of topics. Multi-objective optimisation problems, also known as vector ex-
tremum problems, are different from single-objective planning problems containing only
one objective function, in that in general there is no optimal solution. Therefore, multi-
objective optimisation is mainly concerned with making the vector objective of the prob-
lem a non-inferior efficient solution in some sense, while the theory of multi-objective
optimisation is mainly concerned with investigating the nature of efficient solutions re-
garding various senses.

Assuming that a certain decision-making process requires the simultaneous examination
of k objectives and that all objective functions are required to be as small as possible while
satisfying the constraints, such an optimisation problem can be formulated as follows [26]:

min
X⊂R

F (X) = (f1(x), f2(x), . . . , fk(x))
T (1)

R = {X|g(X) ≤ 0} , g(X) = (g1(X), g2(X), . . . , gm(X))T (2)

X = (x1, x2, . . . , xn)
T , X ⊂ R ⊂ En (3)

where F (X) is the optimisation objective vector, g(X) is the constraint vector and X
is the decision variable.

In the solution process, it is difficult to find a solution vector in the constraint set R of
the problem that can minimise k objective functions at the same time. For multi-objective
optimisation problems, it is difficult to determine the advantages and disadvantages by
simple comparisons, so the Pareto dominance principle is proposed as a basis for judging
the advantages and disadvantages of multi-objective optimisation problems, based on
which the concept of Pareto optimal set is defined [27].
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Definition 1: For the minimisation multi-objective problem, there exist two objective
vectors. If the target vector u = (u1, u2, . . . , u)

k
T dominates v = (v1, v2, . . . , v)

k
T , if and

only if there exists a decision variable such that Equation (4) holds.

ui ≤ vi, i = 1, 2, . . . , k (4)

Definition 2: For the minimisation multi-objective problem, there are no decision vari-
ables in the feasible domain such that the target vector v = (f1(Xv), f2(Xv), . . . , fk(Xv))

T

dominates the target vector u = (f1(Xu), f2(Xu), . . . , fk(Xu))
T .

The set of all solutions satisfying Definition 2 constitutes the Pareto optimal solution
set, also known as the set of non-inferior solutions, for a multi-objective optimisation
problem. Each solution in the set is a Pareto optimal solution, also known as a non-
inferior or efficient solution. The very nature of a multi-objective optimisation problem
lies in the fact that in many cases the sub-objectives may be in conflict with each other,
and an improvement in the performance of one sub-objective may cause a decrease in the
performance of another sub-objective.

2.2. Algorithms for solving multi-objective optimisation problems. The process
of obtaining the set of Pareto solutions is known as the solution process or optimisation
process, which often cooperates with the decision-making process to find the final solution
one needs.

For a multi-objective optimisation problem, if each sub-objective function fi(x) is as-
signed different fixed weights wi (i = 1, 2, . . . , k), where wi satisfies: 0 ≤ wi ≤ 1 and∑k

i=1wi = 1. The magnitude of wi represents the importance of the corresponding sub-
objective function in the multi-objective optimisation problem. The linear weighted sum
of each sub-objective function is:

F (x) =
k∑

i=1

wifi(x) (5)

where F (x) is often referred to as the new utility function.
In this way, the multi-objective optimisation problem is transformed into a single-

objective problem. It transforms the complex problem of solving multi-objective optimi-
sation into a simpler single-objective optimisation problem, where running the algorithm
once produces only one such Pareto-optimal solution without the involvement of a decision
maker. This is the original objective-weighted method, and GA is commonly used to solve
multi-objective optimisation problems. However, this method has significant drawbacks:
it is closely linked to the analyst and it is a single-point iteration.

In addition, the selection of target weight vectors can be improved, e.g., by using
pairwise restrictions to speed up the convergence of the algorithm and maintain stability.

wi =
randi

rand1 + randi

, i = 1, 2, . . . , k (6)

where randi is a non-negative random real number or a non-negative random integer.
When an individual is to be selected, a vector of target weights is first selected according

to Equation (6), and then its fitness value is calculated according to Equation (5) for
selection. This method is simple to operate and many Pareto optimal solutions can be
obtained.

3. Vector-based super-multi-objective optimisation algorithms.
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3.1. PSO algorithm with quantum behaviour. The basic idea of the PSO algorithm
originated from the results of early studies on the behaviour of bird populations and
exploits the principles of the biological population model. The PSO algorithm, similar
to the GA algorithm, is a population-based optimization tool. The system is initialised
with a set of random solutions and the optimal solution is searched for through iterations.
But instead of crossover as well as mutation operations used in the GA algorithm, the
particles follow the optimal particle in the solution space to search.

The particle swarm algorithm uses the concepts of ”population” and ”evolution” and
operates on the basis of the size of the fitness values of the individuals (particles). The
algorithm considers each individual as a particle without weight and volume in an n-
dimensional search space, and flies at a certain speed in the search space. This flight
speed is dynamically adjusted by the flight experience of the individual and the flight
experience of the population. The current best position pbest of each particle is calculated
as shown below:

Pi(t+ 1) =

{
Pi(t) if f(xi(t+ 1)) ≥ f(Pi(t))

xi(t+ 1) if f(xi(t+ 1)) < f(Pi(t))
(7)

The dynamic adjustment of each particle position is shown below:

Vid(t+ 1) = Vid(t) + c1r1d(t)(Pid(t)− xid(t)) + c2r2d(t)(Pg(t)− xid(t)) (8)

xid(t+ 1) = xid(t) + Vid(t+ 1) (9)

where Pid(t) is the local optimal position of the particle, Pg(t) is the ”social cognitive”
part, i.e. the global best position.

QPSO algorithm is a stochastic optimization algorithm, which is mainly based on the
combination of PSO and universal quantum mechanics principle in quantum mechanics
[28]. Compared with traditional PSO, QPSO algorithm has larger search space and better
performance, so it is widely used in various optimization problems. The advantage of
QPSO algorithm is that the search range of particles is increased by controlling factors,
which avoids the premature convergence of traditional PSO. At the same time, because
the control factors in quantum mechanics can ensure that particles have better dispersion
in the search space, better global search ability can be obtained. Therefore, QPSO is often
used to solve the optimization requirements of complex problems and high-dimensional
problems.

In QPSO, the particle swarm moves its position according to the following three ways
[29, 30].

mbest(t+ 1) =
1

M

M∑
i=1

Pi(t) =

(
1

M

M∑
i=1

Pi1(t),
1

M

M∑
i=1

Pi2(t), . . . ,
1

M

M∑
i=1

Pid(t)

)
(10)

PPij(t+ 1) = radf()× Pij(t) + (1− radf())× Pgj(t) (11)

Xij(t+1) = PPij(t+1)+Rand(t+1)×a(t+1)×|mbestj(t+1)−Xij(t)|×ln

(
1

radf(t+ 1)

)
(12)

where mbest(t + 1) denotes the middle position of the current best position pbest(t) at
the t-th iteration of all particles in the particle swarm, PPij(t + 1) is a random point
between Pij(t) and Pg(t), a(t) is the contraction dilation coefficient of the QPSO, and
radf() denotes a random number obeying a uniform distribution between [0, 1].
The value of a(t) depends on the situation and can be fixed or can vary dynamically

in a certain way. a(t) decreases linearly from m to n with iterations, usually m = 1 and



Travel Route Recommendation on Super Multi-Objective Optimization 1631

n = 0.5.

a(t) = m− (m− n)a(t) = m− (m− n)× t

MaxTimes
(13)

where MaxTimes is the maximum number of iterations.
Compared with the PSO algorithm, QPSO algorithm, when dealing with multi-objective

optimisation problems, can maintain the population diversity more effectively and avoid
falling into the local optimal solution by introducing the quantum computing theory, and
adopts the non-dominated ordering and the congestion distance index, so that it can ob-
tain the global optimal solution while guaranteeing a more uniform distribution of the
solution.

3.2. VEQPSO. Commonly used multi-objective optimization algorithms are unable to
effectively balance the problems of global convergence properties and quantum behavioural
properties, as is the case with the QPSO algorithm. Therefore, a super multiobjective
optimisation algorithm based on vector evaluation is proposed.

The evolutionary approach of multiple populations is used and the selection method
of typical QPSO algorithms is adapted. In each evolutionary iteration performed by the
algorithm, all objective functions are treated as single-objective optimisation problems,
all individuals are evaluated separately, the fitness of individuals is calculated indepen-
dently, and then a certain number of individuals are selected for each objective function
to form a sub-population. Assuming that the problem contains k objective functions, k
subpopulations need to be formed. Each sub-population of individuals represents a set of
better solutions for a certain objective function.

The proposed super multiobjective optimisation algorithm (VEQPSO) combines the
individual evaluation method based on objective vectors with the QPSO algorithm, and
its basic framework is shown in Figure 1.

Each subgroup obtains shareable 

information separately, and all individuals 

fly and mix them.

Particle swarm

Subparticle swarm 1

Subparticle swarm 2

 
Subparticle swarm k

Particle swarm

gbest 1

gbest 2

gbest k
Objective 

function k

Objective 

function 1

Selection and 

evaluation

Information 

extraction

Figure 1. Framework of VEQPSO

The implementation steps of the VEQPSO algorithm are described in detail below,
using the solution of a two-objective optimisation problem as a concrete example.

(1) Individual expression.
Represent each individual as a target vector, e.g., for M targets, individual Xi can be

expressed as: Xi = {f1(Xi), f2(Xi), . . . , fM(Xi)}.
(2) Vector evaluation function.
Define the evaluation function for the distance to the ideal point as follows:

D(Xi) =
√
w1(f1(Xi)− z∗1)

2 + · · ·+ wM(fM(Xi)− z∗M)2 (14)
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where z∗ is the ideal target vector and w is the target weight vector.
(3) Quantum position update.
Quantum position update equations using QPSO:

Xij(t+ 1) = Xij(t)± β|mbestj(t)−Xij(t)| ln(1/u) (15)

where u is a random number, β is a convergence factor.
Calculate the mbest value for each sub-particle population.

mbest1 =
sum(pbest1)

N
(16)

mbest2 =
sum(pbest2)

N
(17)

(4) Vector selection.
The selection is made based on the vector evaluation function value D(Xi) and the

non-dominated solution vectors with smaller values are retained.
(5) Termination conditions.
Terminate the operation when the maximum number of iterations or the vector evalu-

ation value requirement is met.
Through this integration, the target vector can be used to express the individual, give

the evaluation based on the distance to the ideal point, and combine with QPSO to search
the optimal solution set quickly and efficiently, so that the improved algorithm can be
adapted to the multi-objective environment. The pseudo-code of VEQPSO is shown in
Algorithm 1.

Algorithm 1 VEQPSO

Input: Population size N , maximum number of iterations T , convergence factor β
Output: Pareto optimal solution set

1: Randomly initialize the population individuals Xi (i = 1, 2, . . . , N)
2: for t = 1 to T do
3: Calculate M objective function values for each Xi and construct an objective

vector.
4: Determine the ideal target vector Z∗.
5: for each Xi do
6: Calculate the distance D(Xi) between Xi and Z∗.
7: end for
8: for each dimension j do
9: Update the Xij value of each Xi to the new population according to the QPSO

formula.
10: end for
11: Calculate target vector D(Xi) values for each Xi of the new population.
12: Perform non-dominated sorting and congestion sorting based on D(Xi) and select

the better individuals to be retained in the next generation.
13: end for
14: Output the set of Pareto-optimal solutions for the final population.

4. Personalised multi-objective travel route recommendation model based on
VEQPSO.
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4.1. Basic assumptions and related definitions. It is assumed that the relationship
between hotels and attractions recommended to tourists based on the personalised prefer-
ences of a particular tourist is shown in Figure 1, where A denotes the hotel, B-E denote
the attractions, the connecting line between the attractions denotes whether the attrac-
tions are passable or not, the number denotes the driving time between the attractions
(unit: hour), HP denotes the hotel price (unit: yuan), SP denotes the ticket price of the
attraction (unit: yuan), and ST denotes the time to visit the attraction (unit: hour).

A

B

C
D

E

HP=80

SP=60 ST=1.2
SP=120 ST=2.8

SP=100 ST=2

SP=60 ST=1.1

0.3

0.5

0.6

0.8

0.6

0.7

0.9

0.3 0.3

0.4

Figure 2. Rating of the relationship between the hotel and the attraction

Based on the hotel attraction scoring model, it helps tourists to plan travel routes that
satisfy their preferences, taking the maximum total path score with the maximum number
of attraction types as the goal of route planning, and time and cost as the constraints of
the model.

Based on the above assumptions, this paper defines some relevant concepts as follows:
(1) Tourist information: each tourist has its own preference constraints, including time

constraint UT , cost constraint UC, and other information.
(2) Attraction information: each attraction within the set of recommended attractions

S = {s1, s2, ..., sn} should contain information such as suggested playing time ST , attrac-
tion rating SS, attraction ticket price SP , attraction type SG, suitable playing season
SD, suitable playing crowd SC, longitude SL, and latitude SA.
(3) Tour route: the set of edges of a path is denoted by R, R = {r1, r2, ..., rt}. The

weight for any edge is the traveling time BT between two attractions.
(4) Roadmap: the roadmap, i.e., the information about the network of attractions

where tourists travel, is denoted by M . Then M = (S,R), S denotes the set of tourist
attractions and hotels, and R denotes the set of edges between attractions.
(5) Total Tour Path: Use TR to denote the total path of tourists’ tour, TR =

{h0, sk, sk + 1, ..., sk + n}. sk denotes the attractions that tourists pass through. For
a tour route, the time to reach the attraction sk is TRT (sk).

TRT (sk+1) = TRT (sk) +BT (sk, sk+1) + ST (sk) (18)

(6) The total cost of the tour: for a total path of tourists TR = {h0, sk, sk+1, ..., sk+n}
the total cost TRF is the price of admission to all attractions plus the price of the tourists’
hotel stay.

TRF =
n∑

i=1

SP (si) +HP (19)
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(7) Total Route Score: After a tourist chooses a tourist route TR = {h0, sk, sk +
1, ..., sk + n}, there will be a total route score TRS. This total route score is calculated
as the sum of the scores of the various attractions that the tourist has passed.

TRS =
n∑

i=1

SS(si) (20)

In route planning, we ultimately want to recommend to tourists the route that satisfies
their constraints and has the highest total score. For example, suppose a tourist’s traveling
route is A → C → D → B → A, then its total route score is the sum of the constraint
scores of the attraction C, point D, and point B.

4.2. Objective function. For the multi-constraint multi-objective tourism route recom-
mendation problem, if only through the way of weighting the objective function calculation
is likely to be unable to get the global optimal solution, so this paper uses the VEQPSO
algorithm to solve the optimal tourism route. In the actual tourism scenario, tourists are
more likely to think about which attraction is appropriate to go to next when the current
attraction is finished. Using the VEQPSO algorithm, the top m routes with the highest
ratings are recommended to tourists for them to choose.

Beginning with the hotel that is suggested, the travelers pick just those sites on the
itinerary that they have not yet visited, and only the first n attractions with the greatest
constraint ratings depending on their present location. Since the tourist must return
to the hotel, when the tourist finishes touring all the attractions and finally returns to
the hotel where he/she stays, we can create M tourism routes without taking the hotel
limitation score into account. Only the top m routes with the highest score are available
for travelers to select once the overall score for each route is determined. Our objective
is to satisfy the user’s requirements while optimizing the route’s overall score and the
quantity of picturesque locations. The objective function is set to maximise the total
route score and maximise the number of attraction types under the condition of satisfying
user constraints. The objective function of the model is shown below:

MaxTRS(TR),MaxSG(TR)
s.t. TRS(TR) ≤ UT, SG(TR) ≤ UC

(21)

5. Experimental results and analyses.

5.1. Experimental setting. Firstly, the performance of the proposed VEQPSO algo-
rithm was tested for single-objective optimisation. However, the effectiveness of the VE-
QPSO algorithm was tested by 2 multi-objective optimisation test functions. Finally, the
model is validated by taking Chongqing city as the target city and the user’s travelling
help as an example under the condition of considering the diversity of attraction types.

All the above experiments were carried out in MATLAB software. The parameter
specifications of the experimental computer are shown in Table 1.

5.2. Test results for single-objective optimisation. In order to verify the perfor-
mance of the proposed VEQPSO algorithm for single-objective optimisation, four stan-
dard single-objective optimisation test functions were selected for optimisation experi-
ments and compared with PSO, EPSO [30] and QPSO. The population size N is 100,
the maximum number of iterations T is 500, the convergence factor β is 0.5, the decision
variable takes the value range of [-100,100], and the distance function weight w is 1 at
this time.
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Table 1. Parametric specifications of the laboratory computer

Parametric Numerical value
operating system Windows 10
Processor Model Intel i5-13600KF
Number of cores 14

random access memory (RAM) 8 G
hard drive 80 GB
bandwidths 1.0 Gbps

(1) Sphere function.

f1(x) =
n∑

i=1

x2
i , −100 ≤ xi ≤ 100, min f1(x) = f1(0, 0, . . . , 0) = 0 (22)

(2) Rosenbrock function.

f2(x) =
n−1∑
i=1

[
100

(
xi+1 − x2

i

)2
+ (xi − 1)2

]
, −200 ≤ xi ≤ 200, min f2(x) = f2(1, 1, . . . , 1) = 0

(23)
(3) Griewank function.

f3(x) =
1

4000

n∑
i=1

x2
i−

n∏
i=1

cos

(
xi√
i

)
+1, −600 ≤ xi ≤ 600, min f3(x) = f3(0, 0, . . . , 0) = 0

(24)
(4) Schaffer function.

f4(x, y) = 0.5− sin2
√

x2 + y2 − 0.5

(1 + 0.001 (x2 + y2))2
, −10 ≤ x, y ≤ 10, min f4(x, y) = f4(0, 0) = 1

(25)

(a) Sphere function (b) Rosenbrock function
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(c) Griewank function (d) Schaffer function

Figure 3. Shape of the curve for the 4 single-objective optimisation test functions

Each optimisation algorithm was repeated five times and averaged as the final optimi-
sation result, as shown in Table 2.

Table 2. Performance comparison of single objective optimisation

Arithmetic Assessment of indicators Sphere Rosenbrock Griewank Schaffer

PSO
Average value 3.0×10−15 1.1×10−6 0.9×10−7 1.6×10−16

Standard deviation 0.5×10−15 0.3×10−6 0.2×10−7 0.3×10−16

Time/s 0.93 0.23 0.57 0.21

EPSO
Average value 7.6×10−8 2.3×10−1 2.8×10−8 1.1×10−2

Standard deviation 0.7×10−7 0.3×10−1 0.6×10−8 0.3×10−2

Time/s 12.31 12.09 12.34 6.32

QPSO
Average value 2.7×10−35 2.37×10−5 2.41×10−28 1.33×10−3

Standard deviation 0.3×10−35 0.8×10−5 0.5×10−28 0.2×10−3

Time/s 11.68 10.54 12.06 1.03

VEQPSO
Average value 0 0 0 0

Standard deviation 0 0 0.6×10−30 0
Time/s 12.92 12.85 12.32 1.84

From the results of the single objective optimisation test function, it is clear that
the VEQPSO algorithm has the highest overall optimisation search accuracy. From the
standard deviation, the VEQPSO algorithm is less volatile. From the running time, PSO
algorithm has the shortest time, and the time of VEQPSO algorithm is slightly larger than
that of QPSO algorithm, which is because this paper adds the vector value calculation on
the basis of QPSO algorithm, which leads to a certain increase in the time consumption.
In the comprehensive analysis of the algorithm’s optimisation accuracy and robustness,
the VEQPSO algorithm is better than the other three algorithms, and therefore, the
VEQPSO algorithm is more practical in solving single-objective optimisation problems.

5.3. Test results of multi-objective optimisation. In order to verify the multi-
objective optimisation performance of the proposed VEQPSO algorithm, two multi-objective
optimisation test functions were selected for optimisation experiments and compared with
QPSO. The population size N is 100, the maximum number of iterations T is 200, the con-
vergence factor β is 0.5, and the decision variables take values in the range of [−100, 100].
Note that at this point the distance function weights w1 are 0.7 and w2 are 0.3.
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Test function 1:

min f1 = x2, min f2 = (x− 2)2, x ∈ [0, 1] (26)

Test function 2:

min f1 = x1, min f2 = 1− 4

√
f1
g

− (f1/g)
4, g = 1 +

9

n− 1

n∑
i=2

xi, xi ∈ [0, 1] (27)

The positions of the particles in each subpopulation are updated according to the
running steps of VEQPSO. Finally, the local optimum of the particles (pbest1, pbest2)
and the global optimum of each subpopulation (gbest1, gbest2) are calculated according
to the method of single objective function, and the new particle swarm is recombined
until the maximum number of iterations is satisfied. In the experimental results, 30 out
of 30 particles are satisfying solutions, and the particles converge to the Pareto edge of
this multi-objective optimisation problem. This shows that VEQPSO can be effectively
applied to this problem. The Pareto curve of test function 1 is shown in Figure 4. The
Pareto curve for test function 2 is shown in Figure 5.
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Figure 4. Pareto curve for test function 1
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Figure 5. Pareto curve for test function 2

In the objective function space, the interface of the effective solution region is the
boundary of the region of the fitness value. The test functions used in the test are all for
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their minimisation cases, and the effective solution region should be the lower left region
of the fitness value. From the test results, it can be seen that each test function can
give its effective solution region interface. The VEQPSO algorithm is able to give a more
complete Pareto curve for test function 1 and test function 2.

5.4. Tourism route planning model validation. Taking Chongqing City as the target
city, the model is validated with the tourism help of Weibo as an example under the
condition of considering the diversity of attraction types. According to the recommended
hotels and attractions, a multi-objective tourism route planning model is used to help
tourists plan their routes. The objective function is set to maximise the overall path value
and maximise the number of attraction types. In the model, the following behaviours are
simulated, the travel time of the tourists does not exceed 20 hours and the cost budget
is within 5000 RMB. For ease of calculation, assume that n = 2, i.e., when using the
VEQPSO algorithm, each attraction is expanded downward to two attractions. There
are no more than three paths remaining after the number with the greatest profit is
calculated. The specific model of the problem is as follows:

MaxTRS(TR),MaxSG(TR)
s.t. TRS(TR) ≤ 20, SG(TR) ≤ 5000

(28)

The larger the value of the parameter n, the more comprehensive the recommended
results will be, but the running time of the algorithm will be higher. In order to verify the
running efficiency of the VEQPSO algorithm, we set n to be taken from 1 to 6 variations,
then the running efficiency comparison results are shown in Figure 6.
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Figure 6. Operational efficiency comparison results

It can be seen that the running time of the VEQPSO algorithm, PSO algorithm and
QPSO algorithm all increase with the increase of n, while the running time of the dynamic
planning algorithm is constant. The running time of the VEQPSO algorithm is greater
than that of the PSO algorithm and QPSO algorithm. However, when n is 6, the execu-
tion time of the VEQPSO algorithm is 0.172 s, while the running time of the dynamic
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programming algorithm is 0.206 s. Moreover, the dynamic programming algorithm has
the property of overlapping sub-problems, which needs to consume a larger amount of
space, so the model uses the VEQPSO algorithm with a shorter time and a smaller space
requirement, therefore, using the VEQPSO algorithm has a higher performance, which is
more suitable for solving the model.

Overall, in solving the multi-constraint multi-objective travel route planning problem,
the VEQPSO algorithm is more suitable for larger scale multi-constraint multi-objective
problems than the dynamic programming algorithms, PSO algorithm and QPSO algo-
rithm.

6. Conclusion. In this work, an ultra-multi-objective optimisation algorithm based on
vector evaluation-VEQPSO is proposed, which mainly consists of an individual evaluation
method based on objective vectors combined with the QPSO algorithm. Firstly, a multi-
constraint multi-objective tourism route planning model is constructed and solved using
the proposed VEQPSO algorithm. Travelers’ preferred hotels serve as the beginning and
finish locations of customized tourism routes, which are designed for them as long as the
restrictions are met. Finally, taking Chongqing as the target city, the model is validated
using the user’s travel assistance as an example under the condition of considering the
diversity of attraction types. The simulation results show that compared with the QPSO
algorithm, the VEQPSO algorithm can give more complete Pareto curves, which veri-
fies its effectiveness in multi-objective and single-objective optimisation. In solving the
multi-constraint multi-objective travel route planning problem, the VEQPSO algorithm is
more suitable for larger scale multi-constraint multi-objective problems than the dynamic
programming algorithm.
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