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ABSTRACT. Affinity Propagation (AP) clustering algorithm is a message-passing based
clustering algorithm, which can adaptively determine the clustering structure of data sam-
ples by means of nearest-neighbour propagation and competitive learning. AP clustering
algorithms are mainly applied in unsupervised clustering tasks, such as community dis-
covery, text data mining and other fields. Although the implementation of AP clustering
algorithm is relatively simple and there is no need to specify the number of clusters, it is
ineffective for high-dimensional sparse data and is prone to local optimality. Therefore,
an AP clustering algorithm based on Knowledge Graph is proposed for text data mining.
Knowledge Graph is a kind of structured knowledge base for knowledge representation
and computation, which can extract natural language text and structured data sources to
build a greatly complex network. Firstly, Knowledge Graph is used for sample preprocess-
ing, and the text to be clustered is analysed by Knowledge Graph ternary analysis, and a
collection of samples corresponding to concepts, entities and relationships is generated.
Then, the 7semantic network” in the knowledge graph is constructed by improving the
similarity measure between classes. Finally, by optimising the a priori constraints on
the number of clusters and the distance calculation method between word vectors, the
influence of isolated points on the clustering results is reduced. Comparison experiments
show that compared with other existing clustering algorithms, the improved AP clustering
algorithm is able to produce higher quality clustering results with less fluctuation.

Keywords: data mining; text clustering; Affinity Propagation; knowledge graph;

1. Introduction. The difficulty of text data mining has been increasing due to the in-
fluence of many factors such as the number of texts, text structure and multilingual
conformity symbols, while text clustering, as one of the core methods of text mining, has
obvious advantages in the quality improvement of text mining [1, 2|, especially contribut-
ing to the analysis of non-labelled data mining.

Through clustering, the relationship between massive heterogeneous multi-dimensional
data can be effectively mined, discrete non-labelled data classification can be completed,
data can be effectively categorized and organized, data availability can be improved, and
technical support can be provided for the analysis of data models in various industries.
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The feature extraction and disambiguation of text in the process of multi-class and multi-
language fusion composite text clustering has a greater impact on the accuracy of text
clustering [3, 4], so the feature preprocessing of the clustered samples is particularly
important.

Cluster analysis is one of the most important techniques in the field of text data min-
ing, which largely solves the problems caused by information explosion and clutter by
organising and managing large amounts of text [5, 6]. Text clustering algorithms are
unsupervised machine learning algorithms. The algorithms do not need to pre-train the
data set, nor do they need to divide the source data documents into different labelled
categories, which makes them more flexible and intelligent in data processing, and is of
great help in improving the performance of information retrieval and search engines. By
discovering the potential information of unstructured or semi-structured text collection
data [7, 8], this information can help to organise and search a huge number of document
collections, and better discover the intrinsic category characteristics in the collection. Not
only that, text clustering can effectively reduce the waste and impact of manpower due
to human factors during document processing, and reduce the possibility of errors due
to human judgement [9, 10]. At the same time, it can also reduce the workload when
performing category processing. The current clustering performance improvement re-
search, on the one hand, from the perspective of platform deployment, through the super
computing cloud platform and parallel technology to improve the efficiency of large-scale
clustering, on the other hand, is to seek a stronger applicability of algorithms to improve
the accuracy and stability of clustering, this paper’s research focus is mainly on the latter.

Affinity Propagation (AP) algorithm is a parameter-free clustering algorithm based on
the message passing mechanism [11], which iteratively updates the suitability of each
sample to become a clustering centre by passing the two messages of responsibility and
availability between the samples, automatically decides the number of clusters and finds
the optimal clustering centre during the iterative process, and thus performs clustering
on all the samples. The AP algorithm can be applied to image segmentation to perform
semantic segmentation by clustering pixel information. Compared with K-means algo-
rithm, AP algorithm can determine the number of clusters automatically. AP algorithm
can be used for text clustering in topic detection, sentiment analysis and other tasks to
discover text topic information [12]. In conclusion, as a parameter-free clustering method,
AP algorithm can be widely used in clustering tasks that need to explore the intrinsic
structure of the data, especially suitable for complex scenarios where the number of clus-
ters is uncertain. However, the efficiency of the algorithm and the stability of the results
still need to be improved.

Therefore, the research objective of this work is to effectively extract, integrate and
evaluate the text features to be clustered with the help of knowledge graph technology to
obtain more accurate and effective text features, and then realise text clustering through
AP clustering algorithm.

1.1. Related Work. The Affinity Propagation (AP) algorithm, as a parameter-free clus-
tering method, has some advantages in general, but there are some disadvantages or
improvements that can be made as follows.

As a parameter-free clustering method, the nearest neighbor propagation algorithm
has the advantages of automatically determining the number of clusters and searching
for cluster centres, and it has been applied to a certain extent in the fields of image seg-
mentation and data mining, etc. However, the disadvantages of poor algorithmic stability
and high time and space complexity have limited its further development, and the current
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research focuses on enhancing the robustness of the algorithm, improving the propaga-
tion mechanism, and speeding up the operation in order to improve the performance and
scalability of the algorithm and make it a highly efficient and reliable clustering tool in
practical applications. Wang et al. [13] proposed an adaptive similarity propagation
mechanism to improve the robustness of the AP algorithm by dynamically adjusting the
propagation matrix, and proved that the clustering accuracy of the improved algorithm is
higher. Geng et al. [14] designed a similarity measure for non-spherical clusters, so that
the AP algorithm can better handle the clustering of non-spherical shapes. Subedi et al.
[15] designed an integrated clustering framework based on AP that incorporates multiple
AP models, which can improve the stability of clustering and enhance the robustness to
noise. However, the above studies have some following problems: (1) The choice of bench-
mark algorithms and indicators for comparison is relatively limited, and the persuasive
power of evaluating the improvement effect is insufficient. (2) The improvement means are
more limited, mostly in terms of similarity measure and accelerated calculation, without
considering the integration of different algorithms.

Knowledge graph [16, 17] expresses the associated knowledge between concepts and
events through a network of relationally connected entities, which is an important resource
for realising knowledge management and intelligent analysis, as well as a knowledge base
for semantic websearch and intelligent systems. Knowledge graph organises and expresses
knowledge graphically, and its main components include entities, attributes and relation-
ships. Entities are connected to each other through different relationships, constituting
a greatly complex network [18, 19]. The use of graph database and association rules to
organise knowledge has the advantages of direct navigation of relationships and rapid
access to knowledge.

1.2. Motivation and contribution. Through the above analyses, it can be seen that
the existing AP clustering algorithm still has room for improvement in terms of poor sta-
bility and high time and space complexity. The combination of knowledge graph and AP
algorithm can promote each other and enhance the clustering effect, knowledge discovery
and interpretation ability, which has a good application prospect.

Therefore, in order to solve the situation that AP clustering algorithm is prone to bias
when dealing with high-dimensional sparsity data, this work introduces the knowledge
graph into the AP clustering algorithm to optimise the method of calculating the dis-
tance between text objects. The improved algorithm is compared and analysed with the
original algorithm in terms of clustering results using the evaluation function. The main
innovations and contributions of this work include: (1) A text similarity metric based on
knowledge graph is proposed. With the help of the graph structure characteristics of the
knowledge graph, the similarity size between texts is calculated. The semantic similarity
between its entity nodes is calculated through the path relationship between nodes in the
hierarchical structure. In the constructed undirected bipartite graph based on semantic
similarity, the value of conceptual distance is obtained by finding its maximum matching
path.

(2) Propose to combine knowledge graph with AP clustering algorithm for text data
mining. The knowledge of knowledge graph is fully utilised to achieve relationship-based
sample representation, clustering interpretation, and iterative knowledge discovery. The
semantic content is taken as a consideration for distance calculation, and the similarity
distance between two entities is used to represent the semantic closeness between entities
by using the structure function of the knowledge graph diagram.

2. Introduction to knowledge Graph.
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2.1. Technical structure. The technical structure of knowledge graph is mainly through
the classification of knowledge collection, through the extraction of knowledge units, and
then through the integration and evaluation to obtain the knowledge graph, its main
structure is shown in Figure 1.
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Figure 1. Knowledge Graph technology architecture

Knowledge extraction and knowledge fusion are two key techniques for constructing
knowledge graphs [20, 21]. Knowledge extraction is mainly used to extract entities and
relationships between entities from unstructured data sources such as text and web pages
through natural language processing techniques to construct the initial knowledge graph.
Knowledge extraction from various sources often has duplication, conflict and incomplete-
ness problems, which need to be dealt with by knowledge fusion techniques. Knowledge
fusion integrates and unifies the knowledge from different sources through entity align-
ment, relationship alignment, etc., and eliminates conflicts by using consistent reasoning,
rule-based reasoning, etc. to normalise the knowledge and enhance the completeness,
consistency and correctness of the knowledge graph. In addition, knowledge extraction
based on statistical learning and deep learning is complemented by knowledge fusion
based on symbolic logic and ontology theory. Knowledge reasoning technology further
derives new knowledge based on existing knowledge and rules to achieve dynamic growth
of knowledge graph. In summary, knowledge extraction, knowledge fusion and knowledge
reasoning together drive the construction and evolution of knowledge graph.
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2.2. Working Principle. Knowledge Graph is usually based on knowledge triples as
the basic unit of knowledge expression, a triple consists of two entities and a connect-
ing relationship, which represents a fact or a relational attribute between two entities. A
large-scale triad constitutes a complex conceptual network. Knowledge graph adopts Con-
cept, Entity, Relation and Attribute [22, 23] to represent knowledge, and the constituent
elements of knowledge graph are knowledge elements, as shown in Figure 2.

Conceptual
layer

® concept — relationship

O entity 0 » affiliation

Figure 2. Structure of the knowledge graph

The set of knowledge elements within the knowledge domain d can be expressed as
24]: KEq = {ke1,ke2, .-+, keiy- -, ken}, where the i-th element can be expressed as k; =
{ci,ei,ri,a;}. ¢, e, ri, and a; denote conceptual knowledge, entity knowledge, relationship
knowledge, and attribute knowledge, respectively.

The sets of concepts, entities, and relationships within the knowledge domain d are

Cqy = {c1,¢0,. . ne}y, Eqg = {e1,ea,... €0}, and Ry = {ry,79,...,70}, where nc, ne,
nr, and na represent the total number of concepts, entities, relationships, and attributes,
respectively. The probability ¢; can be expressed as A., = {a1,as, ..., a,,} based on the

attributes it contains.

The complex text is firstly classified into knowledge collections, followed by parsing of
knowledge units, and finally extracting the knowledge elements and maps contained in
the knowledge units, which are analyzed layer by layer to obtain the knowledge graph.

3. Knowledge graph-based text similarity metrics.
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3.1. Calculation of semantic similarity between entities. The results of clustering
algorithms depend on the calculation of distances or similarity metrics, so the choice of
measures needs to be given more consideration. For text clustering, the distance between
documents can be equated to the similarity between texts [25, 26].

Knowledge graphs transform specific things or abstract concepts into the form of di-
rected graphs for easy observation and research. Logically, knowledge graphs can be
divided into two layers: data layer and schema layer. The data stored in the data layer
is composed of a certain number of facts, and the "knowledge” in the knowledge graph
refers to these unit data volume of the "facts”, you can choose such as the open source
Neo4j. This paper uses the knowledge graph data with the help of Neo4j is used as a
database to manage the network of relationships between entities.

The primary information contained in a text may be encapsulated in its words. In
this paper, we consider that each word in a text can be regarded as an entity of the
knowledge graph, and each entity in the text should be similar in the text set of the same
category. The text dataset’s entity storage structure is based on trees, and a knowledge
graph structure is created when the entity tree structures of various categories are joined
together. This structure may describe the relationship between entities more clearly. The
similarity distance between two items often illustrates the semantic gap between them.
In knowledge graph, different levels of tree structure will combine different categories of
semantically related entities. In this paper, the path distance between entities in the tree
structure is fully considered when performing the similarity calculation between entities
in the knowledge graph. If two entities share a high degree of semantic similarity, their
route distance will be proportionally low.

Suppose that entity £ = {ej,eq,...,e,} is a set of entities mapped to category C' =
{c1,¢9,...,¢,}, and the link length of entity e in category C is the sum of the path
distances from the root node to that entity.

Path(e;, ej) = pe, + pe; (1)
Where p,, is the path length as entity e; and p., is the path length as entity e;.
Assuming that the entities e; and e; belong to the categories ¢; and ¢y respectively, the
formula for calculating their semantic similarity between word sets can be obtained as
shown below:

C1 N Co
max{Path(e;,e;), 1}

(2)

Simword(eiu ej) =

3.2. Similarity measure for fusing semantic and conceptual distances. In the
tree structure, the entity nodes in each layer represent a lexical entry, and the size of the
distance between two entity nodes can be calculated using the word vector. Generally
speaking, the words in a document may convey crucial data, and the semantic distances
between entities inside the text should be close to one another within the same class
cluster.

In this paper, to capture the semantic similarity of each entity in two documents, we
create an undirected bipartite graph G =< V| E >, consisting of a vertex set V' and an
edge set F expressing semantic relations. In this paper, the Hungarian algorithm [27]
is used to compute the above maximum matching problem between undirected bipartite
graphs. It can be seen that the tree hierarchy in the knowledge graph is the key to the
algorithm when considering the distance metric between entities. This hierarchy is the
document hierarchy constructed by segmenting the acquired raw text, as the hierarchy is
very useful for mining the internal structure of the document, which can be obtained either
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by running a single-level text segmentation several times or by performing a hierarchical
segmentation of the document.

Cosine similarity is used in the conventional AP clustering algorithm technique to deter-
mine how similar two text vectors are, and since each dimension of a text vector represents
a word, this approach results in no connection between words that have the same mean-
ing but different forms. For example, the connection between the words ”tomato” and
"tomatillo” will be ignored when calculating the cosine similarity. In order to solve this
problem, after the text 77 and T, are segmented, this paper uses named entity recogni-
tion and extracts the set of entities from the word set. In the hierarchical structure of
the knowledge graph, given a node, each word in the content of the node is treated as a
vertex in the vertex set V' in the bipartite graph G =< V, E >.

For the dataset document D, it is divided into N parts, i.e., D = {p1,pa, ..., Pn} using
sentences or paragraphs as division boundaries. Clustering hierarchy is generated from
actual text documents. In each hierarchy, a node is split into two, so the number of cluster
classes increases at each level step by step [28]. The leaf level is the optimal clustering
effect for text division, as shown in Figure 3.

Level 1 P1,P2;...,P8
Level 2 P1,P2;...,P3 Pa,Ps,...,Ps
Level 3 P1 P2,P3 P4,---,Ps P7.Ps

Figure 3. Examples of text partitions

Then the knowledge graph entity similarity is calculated in the dataset document D as
shown below.

_ |KB, N KBy| 5
~ |KBy UKBy| ()
Where K By, and K By denote the set of knowledge graph entities corresponding to T}
and 75, respectively.
Combined with the word set similarity, the overall text similarity is obtained as follows.

Sing(Tl, Tg)

sim(T1,Ty) = asimga(T1, Ty) + (1 — @) simuyora(Th, 12) (4)

Where « is the weight coefficient and sim.,o.q is the word set similarity.

The pseudo-code of the knowledge graph-based text similarity metric is shown in Al-
gorithm 1.

Among them, the Segment() function indicates that the text is segmented and returns
the word collection; NER() function indicates that the named entity recognition is per-
formed, and the entity is extracted from the word collection; WordSimilarity() function
indicates that the similarity between the two word collections is computed, and it can be
implemented by using the word vector model, etc. LinkToKG() function indicates that
the entity is linked to the corresponding item in the knowledge graph, and the entity
representation in the knowledge graph is returned. In this way, we can use the word
similarity and the similarity of entity linking in the knowledge graph at the same time
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Algorithm 1 Text similarity metrics based on knowledge graphs

Input: Text T3, T,, Knowledge graph KG
Output: sim(71,73)

: wordsy; = Segment(T})

wordsy = Segment(T5)

entities; = NER(words;)

entitiesy = NER(wordss)

KB, = LinkToKG(entities;, KQ)

K By = LinkToK G (entitiess, KQ)

|K BiNK Ba|

|K B1UK Ba|

SiMyora = WordSimilarity(wordsy, words,)
sim = ax simgg + (1 — @) * SiMyora
return sim

SiMga =

[t
<

to get the text similarity which integrates multiple information. « value can be set by
validation.

4. Knowledge graph-based text data mining.

4.1. AP clustering algorithm. AP algorithm is a parameter-free clustering algorithm
based on a message passing mechanism.It iteratively updates the suitability of each sample
to be a clustering centre by passing the two messages of responsibility and availability
between the samples.It automatically decides the number of clusters and finds the best
clustering centre during the iterative process to cluster all the samples.AP algorithm is a
parameter-free clustering algorithm based on a message passing mechanism.AP algorithm
is a parameter-free clustering algorithm based on a message passing mechanism.

The mathematical description of AP clustering is as follows [29, 30]: let 2 samples i
and j to be clustered, the degree of similarity between them can be expressed as:

S0 j) = =z — ;) ()

The similarity values of any two sample points are solved according to the above equa-
tion to form the sample similarity matrix, where the diagonal elements are called the
bias parameter P. The value of P has a large impact on the number of clustering cat-
egories and is highly sensitive to the impact on the clustering performance in practical
applications.

Let r(7, 5) and a(i, j) denote the attractiveness function and affiliation function of sam-
ples i and j respectively. The degree of similarity between samples ¢ and j is proportional
to the value of r(, j) +a(i, j). Solve for the attractiveness and affiliation of any 2 samples
by forming the matrices R = [r (7, j)|nvxn and A = [a(4, j)|vxn-

a(i, j) = min{0, r(j, j) + Y _ max{0,r(i, j)}} (7)
i#]

Where (i, ) is the self-attractiveness of node j, j denotes other sample points except
J, and ¢ denotes other sample points.
When i = j, Equation (7) becomes:

= max{0,r(i, 5)} (8)

i#]
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Adding a(i, j) to both sides of Equation (6) gives:

T<Z7j) + CL(Z,]) = 8(17]) + a(z,]) - n;lg({a(z,j) + S(Zh])} (9)

Let E = le(i,
[7(3, J)Inxn =[5

Nvxy = [r(i,5) + a(i,j)]nxn be called the decision matrix, then I' =
(1,7) + a(i, j)|nxn is the potential matrix.

e(i, ) = (i.) ~ max{r(. )} (10)

Solve for the maximum value of e(i,j) to obtain the maximum degree of similarity
between the sample points. The higher the degree of similarity between the sample
points and the center of a cluster, the more the node belongs to that cluster. Solving the
e(i, j) maximum value of each node to each cluster center point one by one, the clustering
category of all the points is obtained.

4.2. Knowledge graph-based AP clustering algorithm. This paper proposes to
combine knowledge graph with AP clustering algorithm for text data mining. The knowl-
edge of knowledge graph is fully utilised to achieve relationship-based sample representa-
tion, clustering interpretation, and iterative knowledge discovery. The semantic content
is taken as a consideration for distance calculation [31], and the similarity distance be-
tween two entities is used to represent the semantic closeness between entities by using
the structure function of the knowledge graph diagram. The steps of knowledge graph
based AP clustering algorithm are shown below:

Step 1: Construct the knowledge graph, including entities, attributes, and relationships.
Entity can be the object of sample data.

Step 2: Use the knowledge graph for relational reasoning to expand the feature repre-
sentation of each sample into enhanced samples.

Step 3: Calculate the similarity between the augmented samples and construct the
similarity matrix. We can consider fusing the similarity measures based on attributes and
relationships.

Step 4: Input the similarity matrix into AP algorithm for cluster centre selection and
sample clustering.

Step 5: Obtain which types of entities in the knowledge graph the samples of each
cluster belong to, as a clustering explanation.

Step 6: According to the clustering results, construct class-instance relationship in the
knowledge graph, and integrate the results into the knowledge graph.

Step 7: Iteratively refine the knowledge graph and similarity matrix, repeat Step3 to
Step6 to achieve progressive clustering.

Step 8: Construct sample-clustering relationship in the knowledge graph to form en-
hanced knowledge graph.

This can make full use of the knowledge of the knowledge graph to achieve relationship-
based sample representation, cluster interpretation, and iterative knowledge discovery.
The pseudo-code of AP clustering algorithm based on knowledge graph is shown in Algo-
rithm 2.

Where A; denotes the set of added attributes obtained after knowledge graph inference
for sample z; and R; denotes the set of added relationships obtained after knowledge
graph inference for sample z;.

For the extraction of the sample matrix, a data structure based on the dissimilarity
matrix is used in the AP clustering algorithm. The dissimilarity matrix represents the
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Algorithm 2 Knowledge graph-based AP clustering algorithm

Input: sample set X, Knowledge graph KG
Output: sample clustering results clusters; cluster centre samples exzemplars
: # Building the Knowledge Graph KG
KG = BuildKG (entities, attributes, relations)
# Intellectual reasoning
for sample x; in X do
(Ai, R;)) = KGReasoning(z;, KG)
end for
# Calculate the similarity
for z;,z; in X do
sitm;; = w * Sim_attr(A;, A;) + (1 — w) * Sim_rel(R;, R;)
stm_matrizi, j| = sim;;
: end for
. # AP clustering
(exemplars, clusters) = AP(sim_matrix)
: # Typological reasoning
: for ¢; in clusters do
te; = ArgmaxType(c;, KQ)
# Increase knowledge
KG.add((tc;, has_instance’, xy), ), € ¢;)
# Update the similarity
sim = X\ * sim + (1 — \) % sim_prev
: end for
: # Knowledge representation
: for z; in X do
KG.add((z;, belongs_td, tc;))
: end for

NN NN DN o e e e e e e
A IS T e B S N el R O el

matrix of the degree of dissimilarity between two of the n data sample points.

0
d2,1) 0

d(3,1) d(3,2) 0 (11)
d(n:,l) d(n:,Q) B

Where d(i, j) indicates the numerical magnitude of the dissimilarity between object 4
and object j. The more similar object i is to object j, the closer this value is to 0. If
object i is more dissimilar to object j, then the value of d(z, ) will be large.

5. Experimental results and analyses.

5.1. Experimental dataset. The experimental dataset of this paper is from Wikipedia
Chinese text dataset. The dataset is divided into five categories: public health, social
welfare, accidents and disasters, types of complaints and natural disasters. In this paper,
about 200 texts from each category are randomly selected as the experimental sample
set. When performing clustering training, the ratio of the number of training and testing
numbers for the four sample sets is 3:1. The number of texts in each category is shown
in Table 1.
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Table 1. Sample set of experimental data

Set Number of documents Number of entries Category
public health 202 120659 10
social welfare 380 251125 11
accident and disaster 477 173182 12
Type of complaint 336 27262 10
natural disaster 206 82665 14

5.2. Selection of Weighting Parameter a. In this paper, a set of comparative experi-
ments is used to get the determination of the weighting parameter « to find the parameter

value that gets the best clustering effect, and the experimental results are shown in Table
2.

Table 2. Clustering results for different values of the parameter «

o 030 035 040 045 050 055 0.60 0.65 0.70
RI 0.411 0.457 0.503 0.464 0.590 0.760 0.642 0.525 0.481
MI 0.640 0.550 0.641 0.515 0.821 0.820 0.763 0.633 0.543

As can be seen from Table 2, when the value of parameter « is in the range of [0.30, 0.70],
the evaluation indexes RI (Rand index) and MI (Mutual Information) of AP clustering
results will get different results. Better results can be achieved at o = [0.45,0.60]. At a =
0.55, the mean value of RI and MI obtained is optimal, so in the subsequent experiments
this paper takes the value of the weight parameter « as 0.55 when calculating the fusion
distance between entities.

5.3. Effect of knowledge Graph on AP clustering performance. In order to verify
the effect of knowledge graph on Ap algorithm, AP algorithm and KG-AP algorithm were
used to simulate the performance of the dataset in Table 1 and visualise the clustering
results, respectively. Here, only the visualisation results of public health and social welfare
are selected for presentation, as shown in Figure 4 and Figure 5.

®e
4 (X)
35'.':..:.0
[AL
%
2L
0k
2 xx X 2 AAFAAAA
3§>\<X ol A:Am ‘:f‘..o .
X XX%*% x A a%a “%aooo
4L .".. :t'
I 1 1 1 I 1 I I L I

(a) AP algorithm (b) KG-AP algorithm
Figure 4. Cluster visualisation of public health sample sets

It can be seen that after the knowledge graph processing, the number of categories
mined is closer to the actual value for the public health sample set and the social welfare
sample set. Before the knowledge graph analysis, the number of categories for the public
health sample set and the social welfare sample set are 6 and 6 respectively, which are



Knowledge Graph-based Text Data Mining 1903

LIPS X
4 X 4| ok K
=~..'.f.. :.. Xxx\ x « o
%o goC AT ><>’<§§<;<xxxX 2ae o
L] R ) L]
2 F ; 2 :‘A A s ": ‘.:..o o. .n. .f.‘c
ECYTLR A A T
ol of * .
R X x X
| n
i wx X 4. Al S X XK&XX x R L
? ESex ¥ ‘AA“:F ‘:fA Y P ’ x X%X%XXXXX - '3;'-":. "
X R PYER "'-‘éf:‘“ womy " "
4+ ey :! ' 4 "
1 1 1 1 1 1 1 1 1 1
4 2 0 2 4 4 2 0 2 4
(a) AP algorithm (b) KG-AP algorithm

Figure 5. Cluster visualisation of a sample set of social benefits

much smaller than the actual categories of 10 and 11. Therefore, the addition of the
knowledge graph greatly reduces the error of the AP clustering, which indicates that the
clustering accuracy of the AP algorithm is significantly improved after the textual data
is analysed by the knowledge graph.

5.4. Comparative analysis of clustering results. The commonly used text clustering
algorithms K-means [32], K-modes [33], AP and KG-AP are used to simulate the data in
Table 1 respectively, and their average clustering accuracies are counted, and the results
are shown in Table 3.

Table 3. Accuracy of 4 clustering algorithms

Sample set K-means k-modes AP DE-AP
public health 0.7329 0.7833  0.8847 0.9437
social welfare 0.7247 0.7217  0.8414 0.9213

accident and disaster 0.7271 0.7634 0.8611 0.9241
Type of complaint 0.7512 0.7875  0.8917 0.9616
natural disaster 0.7175 0.7129  0.8339 0.9147

It can be seen that in terms of the clustering accuracy of the four sample sets, the KG-
AP algorithm has the best performance, with clustering accuracy above 0.9 for all of them,
followed by the AP algorithm, while the K-means and K-modes algorithms are worse, with
both below 0.8. While comparing the data sets horizontally, four of these algorithms have
the highest text clustering accuracy in the complaint type sample set, while the natural
disaster sample set has the worst clustering accuracy, which may be related to the number
of attributes contained in the sample set. When there are more attributes, the difficulty
of data clustering climbs and the accuracy rate decreases accordingly, and the number
of attributes in the natural disaster sample set is significantly higher than that in the
complaint type sample set.

In order to validate the effectiveness of the KG-AP clustering algorithm proposed in
this paper, four common evaluation metrics are taken to comprehensively analyse the
performance of the four clustering algorithms, and the results are shown in Tables 4, 5, 6
and 7, respectively.

In these five types of document clustering, the overall trend of RI tends to be closer to
1, showing better clustering results. Although the results of AP and KG-AP are close to
each other in the categories of public health and natural disasters where the number of
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Table 4. Rand index (RI) for the four clustering algorithms

Sample set K-means k-modes AP KG-AP

public health 0.505 0.394 0.505  0.691
social welfare 0.611 0.448 0.454 0.702
accident and disaster 0.597 0.535 0.477  0.751
Type of complaint 0.808 0.495 0.515 0.854
natural disaster 0.711 0.380 0.571 0.712

Table 5. Silhouette Coefficient (SC) for the 4 clustering algorithms

Sample set K-means k-modes AP KG-AP
public health 0.294 0.186 0.297  0.611
social welfare 0.344 0.194 0.396  0.526
accident and disaster 0.292 0.335 0.277  0.612
Type of complaint 0.208 0.223 0.275  0.654
natural disaster 0.211 0.265 0.320  0.748

Table 6. Mutual Information (MI) of the 4 clustering algorithms

Sample set K-means k-modes AP KG-AP
public health 0.611 0.386 0.507  0.801
social welfare 0.635 0.404 0.598  0.816
accident and disaster 0.692 0.396 0.531 0.871
Type of complaint 0.508 0493  0.591  0.871
natural disaster 0.593 0.365 0.569  0.865

Table 7. V-measure of the four clustering algorithms

Sample set K-means k-modes AP KG-AP
public health 0.691 0.644 0.704  0.885
social welfare 0.735 0.660 0.712  0.873
accident and disaster 0.592 0.680 0.742  0.899
Type of complaint 0.608 0.672 0.597  0.847
natural disaster 0.683 0.677 0.665  0.891

documents is small, KG-AP still achieves good accuracy and is slightly higher than AP
when confronted with a larger number of data word counts.

In a data set, the value of SC is in the range of [-1,1]. If the result is closer to the value
1, then it means that entities of the same category are closer together and entities between
different categories are more distant. In the evaluation results of this metric, the results
of the four clustering methods are significantly lower, reflecting the unsatisfactory effect
of cohesion and separation between clusters. In the two metrics of mutual information
and V-measure, the value of KG-AP algorithm is higher than the other previous distance
metric algorithms, which achieves a better clustering effect.

6. Conclusion. In order to solve the situation that AP clustering algorithm is prone to
bias when dealing with high-dimensional sparsity data, this work introduces knowledge
graph into AP clustering algorithm to optimise the method of distance calculation be-
tween text objects. Taking semantic content as a consideration for distance calculation,
the similarity distance between two entities is used to represent the semantic closeness
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between entities using the structure function of the knowledge graph graph. The eval-
uation function was used to compare and analyse the KG-AP clustering algorithm with
other clustering algorithms in terms of clustering results. Four evaluation metrics such as
RI, SC, MI and V-measure were used to compare and evaluate the experimental results.
The experimental results show that the KG-AP clustering algorithm has a significant
improvement in terms of accuracy and performance. A follow-up study will attempt to
analyse the interpretability of the clustering results and justify the parameter selection
and convergence.
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