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Abstract. Focusing on the problems of low classification precision and poor general-
ization of existing classification algorithms when dealing with large-scale book data, an
intelligent classification algorithm on the ground of Extreme Learning Machine (ELM)
for large-scale book information is studied. Firstly, the book information dataset is pro-
cessed in batches to reduce the data dimension and the data complexity, and at the same
time, a multi-layer autoencoder is used for unsupervised coding of the data to realize the
deep feature extraction, so as to achieve the purpose of optimizing the traditional extreme
learning machine algorithm. Based on the above optimized ELM algorithm, this paper
introduces a new stream regularization idea into the ELM, which can not only maintain
the geometric structure of the input book features, but also correct the distance between
the sample points through the book category information, so as to realize the intelligent
classification of large-scale book information when mapping the book features. The exper-
imental outcome indicates that the accuracy, precision and recall of the algorithm offered
in this article are 92.49%, 93.51% and 91.72%, respectively, with good categorization
performance.
Keywords: Extreme learning machine; book classification; unsupervised coding; stream
form regularization; batch processing

1. Introduction. With the advent of the knowledge economy era, the book publishing
industry continues to increase the circulation of books with each passing day, and the
demand for book purchases also grows rapidly [1, 2, 3], resulting in tens of thousands
of books in the library’s collection, which is huge in number. The manual classification
of book cataloging in the work of libraries is time-consuming and laborious, and if the
book classification work is carried out manually, it is not only more complex, costly
and inefficient, but also the accuracy can not be absolutely guaranteed. As artificial
intelligence continuously developing, the employment of computer-based machine learning
technology to realize a variety of automated tasks has become the mainstream and trend in
various fields, which can greatly improve the efficiency of traditional manual operations [4,
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5]. The use of advanced artificial intelligence technology to solve the informatization and
classification automation of library resources has become the research focus and primary
task of library expert system technology [6].

1.1. Related Work. The current research on automatic book classification is mainly
to introduce the results achieved by machine learning in the field of text classification
into the field of book classification. Maron and Kuhns [7] proposed to represent the
original text with index words, and determine the categories according to the probability
of the index words appearing in the classes, and used this method for book information
retrieval. Salton et al. [8] suggested Vector Space Model (VSM) and used it to represent
the text. Andreasen and Grove [9] proposed a factor analysis method to classify books
and periodicals. Drucker et al. [10] proposed a simple linear classifier based on self-
correcting class weight vectors with user feedback. Melucci [11] discussed the technical
details of the implementation of text categorization and tested it on their own dataset.
Meng et al. [12] proposed a tree-like structure for text classification and improved the
classification accuracy. Cortes and Vapnik [13] proposed Support Vector Machine (SVM)
on the ground of statistics, and the SVM algorithm is an optimization problem to find
the convex quadratic programming. Later, Mikolo et al. [14] proposed word vector
model word2vec based on deep learning. Cichosz [15] proposed Glove (Global Vectors for
Word Representation, Glove) which takes into account the global information of words
while preserving the local information of the words by using the co-occurrence matrix of
the words. Moon et al. [16] utilized the Generative Pre-Training Word Vector Model
GPT (Generative Pre-Training) to find the optimum of a convex quadratic programming
problem and encode book information, but the second half of the information was lost.
Gonzalez et al. [17] utilized the bidirectional tranformer as an encoder to fully consider
the information in the front and back directions of the word. However, when the data size
of the book information is large, the above machine learning algorithm has the problem
of insufficient feature representation in the classification process.

In addition to the above machine learning algorithms, as a class of Extreme Learn-
ing Machine (ELM) [18, 19, 20] on the ground of the structure of single obscured level
feed-forward neural network, which has quick solution speed and excellent generalization
capability, it shows excellent performance in classification tasks. Xin et al. [21] applied
Regularized Extreme Learning Machine (RELM) to the problem of book information clas-
sification. Lei et al. [22] proposed a book classification model on the ground of ELM,
but ELM simply superimposes the loss of the model during the back propagation process.
Chen et al. [23] offered a new feature selection algorithm combined with Extreme Learn-
ing Machine to classify book information, but it could not achieve accurate classification.
Although ELM has achieved some good classification results in text classification, ELM
presents a nonlinear geometric structure by randomly mapping the input text features
into the feature space of ELM in the process of mapping, which affects the classification
performance of book information.

1.2. Motivation and contribution. Aiming at the shortcomings of the existing book
information classification algorithms, this paper researches a large-scale book information
intelligent classification method on the ground of ELM.

(1) The traditional ELM algorithm is optimized, and a multilayer autoencoder is used
to encode the data without supervision to realize the deep feature extraction, and the
new output weight formula is derived to construct a streaming classifier with inherited
factors to realize the model solving.

(2) Based on the above optimized ELM algorithm, we introduce a new streamform
regularization idea into the ELM, which can correct the distance between sample points
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through the category information of books when mapping book features, and realize intel-
ligent classification of large-scale book information. The experimental outcome indicates
that the method designed in this article is with higher classification performance and
efficiency compared with the comparison algorithm.

2. Theoretical analysis.

2.1. Extreme learning machine. Extreme Learning Machine (ELM) is a Single-hidden
Layer Feed-forward Neural (SLFN) network structure, consisting of stimulus layer, ob-
scured level and output layer, which can avoid the shortcomings of traditional neural
networks such as slow learning and easier to fall into the local minimum [24]. ELM’s
structure is shown in Figure 1.
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Figure 1. The structure of ELM network

Set amount of samples {(xi, si)}Mi=1 to be M , where xi = [xi1, xi2, . . . , xim]
T ∈ Rm

is the m-dimensional stimulus value of the i-th sample and si ∈ R is its output value.
Assuming that the amount of nodes in the intermediate obscured (hidden) layer is K and
the activation operation is g(x), the result of the ELM is explicited as follows.

fi =
K∑
j=1

αjg (v⃗j · x⃗i + aj) , j = 1, 2, . . . ,M (1)

where v⃗j = [vj1, vj2, . . . , vjm] is the weight among the stimulus node and the j-th implicit
level node, αj is the weight among the output node and the j-th implicit level node, and
aj is the corresponding threshold value of the implicit level node.

In order to obtain the prime network parameters v⃗ and α such that the error among
the network output and the true value tends to zero, i.e.,

∑M
i=1 fi − si ≈ 0, there is:

K∑
j=1

αjg (v⃗j · x⃗i + aj) = si, i = 1, 2, . . . ,M (2)

Its matrix form can be expressed as Wα = S.

W (v⃗1, . . . , v⃗K , a1, . . . , aK , x⃗1, . . . , x⃗M) =

 g (v⃗1 · x⃗1 + a1) . . . g (v⃗K · x⃗1 + aK)
...

...
g (v⃗1 · x⃗M + a1) . . . g (v⃗K · x⃗M + aK)


M×K

(3)
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where W is the implicit layer output value, α = [α1, α2, . . . , αK ]
T , S = [s1, s2, . . . , sM ]T .

The output weight matrix is obtained through the computation of the least squares
solution:

∥Wα̂− S∥ = min
α

∥Wα− S∥ (4)

Finally, the least squares solution α̂ is obtained as follows:

α̂ = W †S (5)

where W † is the Moore-Penrose generalized inverse of W .

2.2. Streamform regularization. Streamform regularization mainly utilizes the idea
of streamform assumption [24], which is a technology applied in the field of data stream
processing, aiming at improving and standardizing the throughput and performance when
processing data streams. If the sample points xp and xq are close, then their labels yp
and yq should also be close to each other. Thus, the objective function of streamform
regularization can be expressed as follows:

Min :
1

2

∑
pq

∥vpqyp − yq∥22 (6)

where vpq represents the similarity between samples xp and xq. When calculating the
similarity between the sample points, we first need to adopt the K-nearest neighbor way
to discover the k points that are closest to the sample points as their neighbor nodes.
When calculating the distance between the sample points, a supervised distance measure
is used, i.e., a distance calculation method that takes into account the sample category
information, which is shown as follows:

D(xp, xq) =


√

1− e−
d2(xp,xq)

β , xp = xq√
e−

d2(xp,xq)

β − ϑ, xp ̸= xq

(7)

where β and ϑ are specified constants; d(xp, xq) is the Euclidean distance ignoring the
category information of the sample points, i.e., d(xp, xq) = |xp − xq|; D(xp, xq) are the
distances after combining the category information of the sample points.

Parameter β prevents the rapid increase of d(xp, xq) in the exponential function, and
parameter β has a more significant moderating effect when d(xp, xq) is larger. The pa-
rameter ϑ 0 ≤ ϑ ≤ 1 is a constant factor that regulates the distance.
Then select the k samples that are closest to sample point xp as their neighbor nodes

and calculate the similarity vpq between sample point xp and its neighbor node xq. When
calculating the similarity, a Gaussian kernel function is used to calculate the similarity,
and only the nodes that belong to the same category and are neighbors to each other are
calculated. The similarity is shown as follows:

vpq =

{
exp

(
−∥xp−xq∥22

µ

)
, e(xp, xq) = 1 and C(xp) = C(xq)

0, otherwise
(8)

where µ is the similarity factor, e(xp, xq) = 1 denotes that samples xp and xq are
neighboring nodes to each other, C(xp) = C(xq) denotes that samples xp and xq belong
to the same category. The similarity matrix V between all the samples is obtained and
V is computed as a symmetric matrix. The equation is shown below.



Intelligent Classification of Large-scale Book Information 2103

V =

 v11 · · · v1M
...

. . .
...

vM1 · · · vMM


M×M

(9)

3. Optimization of extreme learning machine algorithm based on large scale
data. To address the issue of large-scale data, such as high memory energy consumption,
low classification accuracy and poor generalization, we propose to optimize the tradi-
tional ELM algorithm. Firstly, the data set is processed in batches to reduce the data
dimension and input complexity; then the multilayer auto-coder structure is adopted to
unsupervised coding of each batch of data to achieve deep feature extraction; finally, the
stream regularization idea is used to construct a stream classifier with inheritance factors
to maintain the integrity of the data and to enhance the generalization performance of
the algorithm.

Let N training samples (xl, sl), l = 1, 2, . . . ,M , where xl is the l-th sample and sl is
the object vector of xl.

(1) Data batching. Calculation of the output weight αl+1 of the current sample data
relies on the output weight αl of the previous batch of samples, while the update of
the obscured level output matrix W of every batch of sample data is independent of each
other. Therefore, we first parallelizeW , then establish the functional relationship between
batches, and then serially update α to enhance the inheritance relationship between sam-
ple points and reduce the size of input data.

(2) Unsupervised encoder. To achieve effective input features, sparse constraints are
added to the optimization objective. Different from the traditional ELM, in this paper,
l1-paradigm penalty is used instead of l2-paradigm penalty in the optimization objective
function, in which the l1-paradigm based auto-coding training process is shown as follows:{

Lα = argminBjαj −W 2
j + µαi

Bj = ϑ(Wj · bj + σj)
(10)

where ∥ · ∥1 denotes the l1-paradigm; µ is a nonnegative constant; Bj is the j-th layer
autoencoder random hidden layer output; bj and σj are the orthogonal random weights
and bias, separately.

(3) Stream Regularization. To precisely reflect the flow relationship between sample
data and solve the issue of insufficient learning of ELM for large-scale datasets, this paper
introduces the constraint of stream regularization, which preserves the topological rela-
tionship between data points in the new feature space, and obtains the optimal mapping
through optimization

∑M
i,j ∥xi − xj∥2V , i.e., there exists:

M∑
i,j

∥xi − xj∥2V =
M∑
i,j

(xix
T
i − 2xix

T
j + xjx

T
j )Vc = 2 tr

(
X(Dc − Vc)X

T
)
= 2 tr

(
KcX

T
)

(11)

where tr(·) denotes the trace of the matrix; Dc =
∑M

i,j(i, j) is the diagonal matrix; Kc

is a symmetric semipositive definite matrix; and Vc is the matrix of edge weights between
the sample points xi and xj.

(4) Batch supervised classifier. When solving the generalized eigenvalue problem of
ELM, for the purpose of guaranteeing the completeness of the data, this article intro-
duces the inheritance factor, and constructs the batch inheritance learning paradigm by
establishing the output weight relationship of each batch, then the optimization function
is expressed as follows:
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minL =
1

2
∥α∥2 + D

2

M∑
i=1

ϵ2i +
λ

2
∥α− ν∥2 s.t. w(xi)α = si − ϵi (12)

where D is the regularized least-mean-square parameter, ϵi is the output error, α is
the weight vector, and ν is the initial output weight obtained from the first batch of
data; λ is a successor factor to regulate the ratio of output weights between batches; and
i = 1, 2, . . . ,M .

To further enhance the training speed and processing efficiency, in the classification
decision stage, the original ELM classifier is replaced by a popular classifier containing
inheritance factors as the output, and the convex differentiable objective function can be
constructed as follows with reference to Equation (12).

min
1

2
∥α∥2 + D

2
∥S −Wα∥2 + λ

2
∥α− h∥2 + λ

2
tr(αTW TKWα) (13)

4. Research on intelligent classification of large-scale book information based
on extreme learning machine.

4.1. Book information representation. Aiming at the problem that the current book
information classification algorithm cannot realize the accurate classification of large-scale
data, based on the above optimized ELM algorithm, this chapter introduces a new idea of
streamform regularization into the ELM, and intelligently classifies the large-scale book
information through the streamform regularization ELM for the purpose of enhancing the
performance of book classification.

The book information classification model based on stream regularization ELM consists
of three parts: (1) book information representation: using subject words as the features of
book information dataset and representing the information dataset by vector space model;
(2) feature extraction: adopting Singular Value Decomposition (SVD) to perform feature
extraction on book features, the original high level book features are extracted into the
book information dataset. feature extraction, mapping original high-dimensional features
to their low-dimensional subspace; (3) book information classification: using stream reg-
ularization ELM to learn book classification model from large-scale book information;
specific process is implied in Figure 2.
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Figure 2. The flow chart of classification algorithm is designed in this paper

Book information dataset Z = {(xi, yi), i = 1, 2, . . . ,M} has M books, xi and yi
represent the i-th book and its category respectively, and book xi can be denoted as
(s1, s2, . . . , sj)

T , where sl represents the l-th feature word in the dataset. In this paper,
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the feature words in books are represented by TF-IDF weights [25] to reflect the semantic
differences between different books in the dataset. The term frequency of feature word sl
in xi is shown in Equation (14).

tf(sl, xi) =
num(sl)

count(xi)
(14)

where num(sl) denotes the number of times sl shows in the book and count(xi) ex-
presses the amount of all topic words in xi. The inverse document frequency indicates
the importance of the feature word in that information dataset. The inverse document
frequency idf(sl) of feature word sl is denoted as follows.

idf(sl) = log
M

df(sl)
(15)

where M denotes the amount of texts in the book information dataset, and df(sl) is
the amount of texts containing the feature word sl. TF-IDF is used as the product of
item frequency and inverse text frequency as indicated in Equation (16).

tfidf(sl, xi) = tf(sl, xi)× idf(sl) (16)

To eliminate the effect of book document length on the TF-IDF weights, a normalization
operation is performed.

xil =
tfidf(sl, xi)√∑
i tfidf(sl, xi)2

(17)

where xil represents the TF-IDF weight of the l-th feature word in the i-th book after
normalization. Then book xi can be denoted as vector [xi1, xi2, . . . , xil]

T ∈ Rl. Multiple
documents in the book dataset will form a two-dimensional matrix X. The rows and
columns of the two-dimensional matrix represent the amount of documents and the whole
amount of feature words in the book information dataset, separately.

4.2. Book information feature extraction. The book information data still has high
dimensionality after the above processing, so this paper adopts the singular value decom-
position [26] to extract the book features in order to reduce the book features. Firstly, the
singular value decomposition of book information matrix X is carried out, i.e.:X = V ΣUT

where V and U represent the two orthogonal matrices of book matrix X, respectively.
The n-rank optimal approximation matrix of book information matrix X can be expressed
as Xn = Vn × Σn × UT

n , where Vn denotes the first n columns of matrix V , UT
n denotes

the first n rows corresponding to matrix UT , and Σn = diag(δ1, δ2, . . . , δn) denotes the
diagonal matrix containing the first n largest singular values. xi is the text matrix after
feature extraction, which contains the most important n textual features of book matrix
X. Similarly, the i-th book is represented after singular value decomposition as follows.

x̂k = xT
i VnΣ

−1
n (18)

The features of book xi are reduced from 1 to n. Next, the book matrix X =
(x1, x2, . . . , xM)T after the dimensionality reduction process is used as an input to the
streaming regularized extreme learning machine for training the classifier.
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4.3. An intelligent classification method for large-scale book information based
on extreme learning machine. On the ground of the above analysis and optimized
extreme learning machine algorithm, the following mathematical description of the large-
scale book information dataset after the above processing is carried out: book information
dataset Z = {(xi, yi), i = 1, 2, . . . ,M} hasN books (xi, yi), where xi = [xi1, xi2, . . . , xin]

T ∈
Rn represents the i-th book information after preprocessing, xin represents the TF-IDF
weight of the n-th feature word in the information of the i-th book, n is the number of
feature words after dimensionality reduction processing, yi = [yi1, yi2, . . . , yim]

T ∈ Rm rep-
resents the category to which the i-th book belongs, m denotes the amount of categories
in book dataset Z. The amount of nodes in the obscured level L0 and the activation
operation g(x) of the streaming regularized ELM are set first, and then the parameters
of the streaming regularized ELM are randomly set: weights aj ∈ Rn, biases bj ∈ Rm,
j = 1, 2, . . . , L0. The streaming regularized ELM model is shown as follows:

L0∑
j

αjg(xi) =

L0∑
j

αjg(ajxi + bj) = yi (19)

where aj = [aj1, aj2, . . . , ajn]
T , j = 1, 2, . . . , L0, denote the weight vectors among the

input layer and the j-th obscured level node of the stream regularized extreme learning
machine, bj denotes the bias of the j-th obscured level node, and αj = [αj1, αj2, . . . , αjm]

T

denotes the weight vector between the j-th obscured level node and the output layer.
After mathematical transformation, the ELM model can also be explicited in the form
of a matrix: Wα = Y . Where W is the output matrix of the hidden layer, expressed as
follows.

W =


g(a1, b1, x1) g(a2, b2, x1) · · · g(aL0 , bL0 , x1)
g(a1, b1, x2) g(a2, b2, x2) · · · g(aL0 , bL0 , x2)

...
...

. . .
...

g(a1, b1, xM) g(a2, b2, xM) · · · g(aL0 , bL0 , xM)


M×L0

(20)

where α is the weight matrix between the obscured and output levels.

α = [αT
1 . . . αT

L0
]L0×m (21)

To increase the classification accuracy, the training error (empirical risk) and the qua-
dratic norm of the output matrix (structural risk) are minimized at the same time to
obtain the weight matrix between the hidden layer and the output layer, which can be
obtained as Equation (22).

min ||Wα− Y ||22 +
D1

2
||α||22 (22)

whereD1 is the regularization factor and ||·||22 denotes the biparadigm number. To address
the issue of nonlinear mapping of book information features in the training process of ELM
by randomly setting the weights aj among the stimulus level and the obscured level and
the bias bj of the nodes in the obscured level, this article adopts the objective operation
Equation (6) of the stream regularization idea into the regularized limit learning machine,
so as to make it select the neighboring points that can maintain the original structure and
make the input book information maintain its original geometric structure in the process
of mapping.

min
1

2
||Wα− Y ||22 +

D1

2
||α||22 +

D2

2
tr(Y TLY ) (23)

where D1 is the regularization factor of the ELM to regulate the empirical and structural
risks in the extreme learning machine, and D2 is the regularization factor in the flow
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regularization idea. By derivation of the objective function Equation (23), the following
equation is achieved.

W T (Wα− Y ) +D1α +D2W
TLWα = 0 (24)

The matrix α among the obscured and output levels of the streaming regularized limit
learning machine is calculated through the least squares method as follows.

α = (W TW +D1I +D2W
TLW )−1W TY (25)

5. Performance testing and analysis.

5.1. Analysis of downscaling results. To estimate the performance of the method
designed in this article, 27808 titles of 10 categories are randomly selected from a uni-
versity library, containing 25391 feature words, 14192 training set samples and 5759 test
set samples. The HRELM [21], BPNNB [27], ADTR [28] and the classification algorithm
OURS designed in this paper are trained and tested respectively. OURS algorithm is set
with the amount of nodes in the obscured layer of 9,000, the regularization factor D1 of
1,000, and the regularization factor D2 of 0.01. The experimental platform configured
with Windows 10, 64-bit operating system, Core(TM) i5-10500 CPU @ 3.10GHz, 8 GB
RAM, and the simulation experiment environment is Matlab R2022a.

For the purpose of verifying the effectiveness of the stream regularization strategy
in the large-scale book information classification problem of extreme learning machine,
OURS algorithm and traditional ELM classification algorithm are firstly compared on
a university library dataset. Table 1 implies the accuracy of the OURS algorithm and
the traditional ELM classification algorithm for each category. It also indicates that
the accuracy of OURS algorithm is better than that of ELM in all categories, with an
average accuracy of 92.42%, while the average accuracy of ELM is 83.84%, and the average
accuracy of OURS in all categories is significantly higher than that of ELM.

Table 1. The accuracy of OURS and ELM on a university library dataset

Classes ELM OURS Classes ELM OURS
life 87.19% 93.27% drama 78.39% 91.12%

music 79.32% 91.64% language 84.16% 95.29%
math 81.52% 94.37% sfr 88.19% 90.61%
project 89.13% 93.16% stype-metal 82.74% 92.15%
skate 83.58% 92.39% tapioca 84.19% 90.18%

Table 2 gives the classification accuracy, precision, recall and F1 metric of OURS and
traditional ELM algorithms. From the table, it can be seen that the accuracy rate of
OURS is 92.49%, precision rate is 93.51%, recall rate is 91.72% and F1 metric is 92.61%,
while the accuracy rate of ELM is 83.74%, precision rate is 84.19%, recall rate is 81.05%
and F1 metric is 82.59%. are all significantly higher than ELM.

Table 2. The classification performance of OURS and ELM

Algorithm Accuracy Precision Recall F1-measure
OURS 92.49% 93.51% 91.72% 92.61%
ELM 83.74% 84.19% 81.05% 82.59%

Through the above outcome, we can see that the classification performance of OURS
achieves the best results, which indicates that OURS has better classification performance
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and stability of classification. Compared with traditional ELM classification method, the
classification performance of OURS is significantly improved after the introduction of
streamform regularization in the ELM. It proves the previous hypothesis that streamform
regularization can make the input book information features maintain the original book
feature structure after mapping. Moreover, the new stream regularization idea prioritizes
the sample points with the same category in the process of constructing the Laplace
matrix, especially when calculating the distance between samples is the same, OURS will
prioritize the proximity points with the same category, which can further improve the
classification performance.

5.2. Comparative experiments on classification results of multiple algorithms.
Under different training sizes, the results of the four experiments of HRELM classification,
BPNNB classification, ADTR classification and OURS classification are compared, and
the comparison results are implied in Figure 3. It can be seen that the classification
accuracy of the four classification algorithms increases with the increase in the amount
of training data. When the training data size reaches 1300, the classification accuracy of
all four classification algorithms is above 80%. However, under the condition of the same
training data size, the accuracy of OURS classification algorithm has the highest mean
value of 90.2%, followed by HRELM classification algorithm, and BPNNB classification
and ADTR classification have the worst accuracy.
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Figure 3. Comparison of classification accuracy of different classification algo-
rithms

Figure 4 indicates the accuracy, precision, recall and F1 metric of OURS and the other
three algorithms, and the F1 metric, as a comprehensive evaluation criterion combining
precision and recall, can reflect the performance of the algorithms in a comprehensive
way. From the figure, it can be seen that the classification performance of OURS al-
gorithm is better than that of HRELM classification, BPNNB classification and ADTR
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Figure 4. The accuracy, precision, recall and F1 metric of different algorithms

classification, which further illustrates the effectiveness of the stream regularization idea
introduced in the extreme learning machine. Moreover, after the introduction of stream
regularization, in the process of constructing the Laplace matrix of OURS, the category
information of the books can correct the Euclidean distance between the sample points,
which further improves the classification performance of OURS through the category in-
formation. Although HRELM algorithm introduces the limit learning machine into book
data classification, it does not optimize the RELM, which makes the classification effect
poor, while BPNNB algorithm and ADTR algorithm are classification algorithms con-
structed on the basis of BP neural network and decision tree, respectively, which have the
disadvantages of slow transmission learning and easier to fall into the local minima, and
thus the classification effect is the worst.

6. Conclusion. Aiming at the issue of low accuracy of existing book information clas-
sification algorithms, this paper studies a large-scale intelligent classification method of
book information based on ELM. Firstly, the book information data set is processed in
batches, and the data is unsupervised coded by multilayer autoencoder to realize the op-
timization of traditional ELM algorithm. Then, based on the optimized ELM algorithm,
this paper introduces a new stream regularization idea into the extreme learning machine,
which can not only maintain the geometric structure of the input information features,
but also correct the distance between the sample points by the category information of
the book, so as to realize the intelligent classification of large-scale book information.
The experimental outcome indicates that the designed method has higher classification
performance and efficiency compared with the comparative algorithms.
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