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Abstract. As the increasing focus on primary functions of insulators in electrical in-
sulation and mechanical fixation in the power system, the highly accurate detection on
insulator defects is of significance in maintaining the safety of power system. In this
paper, an insulator defect identification method based on the enhanced You Only Look
Once (YOLO) v5 model is studied, aiming at promoting the accuracy on insulator defect
detections in contrast to current algorithms and solving the problems of the relative high
misdetection rate. First of all, for the inaccuracy of target detection caused by small
proportions of the target defective parts in the whole insulator image, multi-branch con-
volutions (MB-Convs) are designed as the backbone network of YOLOv5 to promote the
extracting ability of the network on the feature information of small targets. Secondly,
to solve the problem of small target feature information loss caused by sampling on fea-
ture pyramid network (FPN), Content-aware reassembly of features (CARAFE) -FPN
structure is used to replace the standard FPN structure in YOLOv5. Finally, in order to
promote the balance of positive and negative samples in the network for a further reduc-
tion in the network misdetection of insulator defects, the SoftCIOU-NMS algorithm is
applied to select candidate frames in the post-processing step. According to experimental
results, an average accuracy (mAP) value of insulator defect identification by the im-
proved YOLOv5 algorithm reaches up to 81.6%, indicating the proposed detection in this
paper is promoted effectively by 5.5% higher than the original.
Keywords:YOLOv5, insulator defect, object detection, MB-Convs , deep learning

1. Introduction. As a crucial component in the operation of transmission lines in the
power grid, insulators realize the functions of electrical insulation and equipment fixations
[1]. Due to the geographical complexity of installed locations and the long-term expo-
sure to the outdoor surroundings, the performance of insulators tends to decline or be
damaged by a wide variety of adverse conditions or the unpredicted extreme weather [2],
leading to the potential existence of risks and dangers and affecting the safety operation
of power system. Therefore, the study on the detection of insulator defects is of great
significance [3]. To date, the traditional methods have been manual inspections, which
are time-consuming and have low detection accuracy and efficiency. With the technolog-
ical furtherance in image processing and UAV, the methods of machine vision, including
directional gradient histogram (HOG) [4] and local binary mode (LBP) [5], are increas-
ingly applied for the advantages in high detection accuracy and fast speed in insulator
defect detection, in comparison with traditional manual inspections. Chen et al. [6]
devised an improved protocol ensuring that UAVs can securely transmit high-definition

2500



Small target detection of insulator defects based on improved YOLOv5 2501

data. However, these methods in practical applications are not very effective due to a
range of disturbances caused by background noises in insulator defect images.

In recent years, an increasing number of domestic and foreign scholars have gradually
focused on studies on insulator defect detection. Wu et al. [7] proposed an improved
scheme based on PAulth to ensure the secure transmission of information over the smart
grid. Zhou et al. [8] designed a defect detection system for infrared images as a solution to
the inaccuracy and inefficiency of manual detection. To reduce the influence of defective
insulators in the power grid, He et al. [9] applied low-frequency harmonics to position
accurately the defective insulators after analyzing the relationship between the low har-
monic component and insulator defect characteristics. Reddy and Mohanta. [10] adopted
an adaptive vector machine to estimate the state of insulators through the extracted fea-
tures from discrete orthogonal transformation (DOST). Although some prior studies have
discussed the methods of identifying defective insulators, the accuracy is still relatively
low. In a more recent study, Chen et al. [11,12] proposed a novel detection framework for
data anomalies,Liu et al. [13] designed a pulsed infrared thermal imaging method to lo-
cate defects by comparing the temperature difference between defective and non-defective
parts. Wang et al. [14] proposed an improved method of ResNeSt and area suggestion
network (RPN) given the low accuracy and longtime of insulator defect detection and
used a multi-scale area suggestion network to strengthen the detection of minor defects.
Zhao et al. [15] extracted insulator characteristic information by improved convolutional
neural networks and verified the robustness of the obtained characteristic information by
SVM. Although the interference of complex background on infrared images was reduced,
the detection was more time-consuming. RCNN [16], YOLO [17], and Single Shot Multi-
Box Detector (SSD) [18] were improved gradually in the following studies. Miao et al.
[19] developed a two-stage fine-tuning SSD algorithm, which can recognize insulators well
under complex backgrounds. Ling et al. [20] first used Faster-RCNN to locate the defec-
tive parts for self-exploding glass insulators and then used U-net to segment the defective
parts. Zhao et al. [21] proposed to preprocess the target area first and send it to the
improved Faster-RCNN network for training because of the complex background and less
feature information contained in the defect images of electrical equipment. For many
small and medium-sized targets in power inspection images, Chen et al. [22] proposed an
improved YOLOv2 model to increase the model’s identification of small targets. Chen
et al. [23] designed a YOLOv3 network [24] with super-resolution reconstruction for the
insulator images were unclear, and there were few images in the data set. First, the fuzzy
insulator images were reconstructed with a super-resolution to realize the amplification
of the data set and then sent to the YOLOv3 network for training. To solve the low
positioning accuracy on defective insulators, Ma et al. [25] replaced the original loss func-
tion in YOLOv4 with a GIOU loss function network, which accelerated the convergence
speed of the network, and the accuracy was more improved to the traditional YOLOv4 by
7.37%. To meet the speed demand on real-time detection of defective insulators, Han et
al. [26] reconstructed the backbone network of YOLOv4 and depth separable convolution
by using lightweight GhostNet to reduce the overall number of parameters in the model.
For the problem of small-sized detection targets and the complex backgrounds of insulator
defects, Huang et al. [27] reduced the interference of load background on insulator defect
detection in a hierarchical detection method, which used firstly the traditional YOLOv5
network to locate insulator targets and then the DenseNet201 network to further detect
insulator defects. Zhu et al. [28] combined the Transformer module with YOLOv5 and
added a small target detection header, significantly affecting the VisDrone2021 dataset. In
more recent studies, Ahmad et al. [29] proposed an anchor frame optimization algorithm
to reduce unnecessary regional suggestions for further promoting the detection accuracy
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in this model. Li et al. [30] proposed an image enhancement method for illumination
correction and compensation to solve the problems of uneven and inconsistent illumina-
tions, low contrast, and insufficient specific details in outdoor insulator images and then
tested insulator defects in real-time in the YOLOv5 model. Fang and Shi [31] proposed
the feature information fusion method to keep the precision of small targets when lack
of sufficient feature information on small targets in convolutional neural networks. Wang
et al. [32] proposed a road target recognition algorithm toward smart city applications,
using a migration reinforcement learning approach to improve the accuracy and real-time
performance of target recognition. Figure 1 shows insulator defect detection development.

Figure 1. Insulator defect detection development

As shown in Figure 2, insulators and their defective parts are given. Compared with
the traditional dataset [33], the defective parts of insulators take up a small proportion
of the image. Deep convolutional neural networks retain little feature information of
small targets after multiple convolutions, which is also a serious problem in insulator
defect detection. In this paper, improving the total receptive field of the model helps to
reduce the loss of feature information in multiple convolution operations, and the MB-
Convs are designed as the backbone. In order to improve the ability of the network to
extract features, the CARAFE module is used to replace the upsampling in the feature
pyramid so that the upsampling increases the receptive field of the network and improves
its ability to extract features. Additionally, to minimize the impact of the imbalance
between positive and negative samples on detection accuracy, this paper designed the
non-maximum suppression algorithm (NMS) post-processing algorithm to improve the
detection accuracy.

Figure 3 displays the YOLOv5 model with improvements. Overall, the main contribu-
tions of this paper are in three areas:
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Figure 2. Insulator defect examples

(1) In deep convolution, the feature extraction capability of the network for small defect
targets becomes worse. In this paper, a multi-branch backbone network is designed to
replace Conv in the deep backbone network to improve the network’s ability to detect
defective targets.

(2) The conventional upsampling method results in a significant loss of feature infor-
mation for small targets. Therefore, a CARAFE-FPN feature fusion module is designed
based on the CARAFE module.

(3) When the traditional NMS algorithm deals with dense small targets such as defec-
tive insulators, real targets will also be eliminated, resulting in an imbalance of positive
and negative samples and a decrease in detection model accuracy. The SoftCIOU-NMS
algorithm is designed to screen the prediction box, to retain more real defective insulator
targets.

2. Improvements Based on YOLOv5. YOLOv5, as a classic single-stage algorithm,
is an improved single-stage algorithm based on YOLOv3 and YOLOv4. Now it has been
developed into YOLOv8, but as a new framework, YOLOv8 is not very stable. In this
paper, considering the stability, real-time performance, and accuracy of the algorithm
framework, YOLOv5 is adopted as the basic framework for insulator defect detection.
The improved YOLOv5 mainly involves the Backbone, Neck, and Head. Backbone is
mainly composed of Conv, MB-Convs, Bottleneck with 3 convolutions (C3), and Spatial
Pyramid Pooling-Fast (SPPF) [34]. Conv, C3 and SPPF network structure are used,
respectively to extract image feature information, reduce the computation and memory,
and integrate the feature information. In the Neck, The YOLOv5 model incorporates the
FPN+PAN architecture, which leverages the top-down approach of FPN to propagate
deep semantic features to shallow layers [35], thereby improving semantic representation
across multiple scales. Additionally, PAN facilitates the transmission of location infor-
mation from shallow to deep layers [36], enhancing location ability across multiple scales.
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Figure 3. Improved YOLOv5 model structure

The FPN+PAN structure effectively enhances the multi-scale feature extraction capabil-
ity of the network. However, the conventional upsampling method results in a significant
loss of feature information for small targets. In the Head, 80Ö80, 40Ö40 and 20Ö20
feature maps are output, corresponding to the detection of small-scale, medium-scale,
and large-scale targets respectively. These three prediction structures are preset in all
networks, and their location information and confidence information are recorded. Then
the NMS is applied to screen the repeated prediction frames, eliminate the ones with
low confidence and retain the ones with high confidence, and finally complete the task of
target detection.

2.1. Design of Multi-branch Backbone Network. One of the fundamental problems
with the low accuracy of insulator defect detection is that the insulator and its defective
portion only account for a very small portion of the image, especially the feature informa-
tion that can be extracted is also relatively small. Moreover, compared with the medium
and large-scale targets, the small-scale targets have the problem of low resolution, and
the features that can be extracted after multiple convolution pooling in the deep net-
work become very few. To solve this problem, inspired by the structure of RFBNet and
InceptionV2, the large receptive field can better extract features of small targets. The
InceptionV2 structure ended up with multiple scales of feature information by connect-
ing multiple branches of convolution operations, and RFBNet used a multi-scale dilated
convolution to increase the range of the receptive field. Therefore, this paper designed
MB-Convs as the backbone extraction network of YOLOv5 to better extract characteristic
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information of insulator defects. Its basic structure is shown in Figure 1. The structure
presents three branches. In each branch, a convolution operation will be carried out first
to unify the number of channels of the three branches. Then, the feature information of
different receptive fields will be obtained through the empty convolution layer with cavity
convolution expansion rates of 1, 2, and 2, respectively. A multi-branch vacuous convolu-
tion structure is used to change the receptive field of the convolutional layer. Compared
with ordinary convolution, dilated convolution can make convolution operation with any
pixel with a fixed interval during operation, which brings the advantage is that a larger
receptive field can be obtained under the same number of coherent convolutions. The
convolution check relation between the dilated and conventional convolutions is shown in
Formula (1):

K = k + (k − 1)(r − 1) (1)

The actual convolution kernel size of the dilation convolution is represented by K [37],
k represents the conventional convolution kernel size, and r represents the expansion rate
of the dilated convolution. It can be seen from the formula that empty convolution can
improve the receptive field of the obtained feature graph without increasing the parameters
and the amount of computation.

2.2. CARAFE-FPN. Feature upsampling plays an important role in the feature pyra-
mid. The most common upsampling strategies include bilinear interpolation, nearest
neighbor interpolation, and trilinear interpolation; however, these methods only consider
sub-pixel neighborhoods with a small perceptual region. In the task of insulator defect
identification, insulator defect targets are dense, and these upsampling methods cannot
obtain richer semantic information. Deconvolution is another approach. It uses con-
volution to extend the dimension of the feature map, but deconvolution uses the same
convolution kernel over the entire feature map. This limits its ability to sense local feature
changes and increases the amount of computation. Wang et al. proposed the lightweight
upsampling operator CARAFE, which has the following advantages: including a large
receptive field for better use of surrounding information, the semantic information asso-
ciation between kernels with upsampling based on input content and feature graphs, and
not to introduce a number of parameters and computation.

As shown in Figure 4, the module consists of two main modules, namely the upsam-
pling kernel prediction module and the feature recombination module [38]. In the given
feature graph H × W × C. The first step of the upper sample prediction module is to
predict the upper sample kernel, and then the upsampling is accomplished by the feature
reorganization module to obtain a feature map that represents the upsampling rate. In
the upsampling module, the feature graph is firstly compressed. And then the feature
graph is expanded in dimension by pixel-shuffle to predict the feature graph with the size
of αH × αW × k2

up which represents the size of the upsampling kernel, and each feature
value corresponds to an upsampling kernel. These upsampling cores are completely from
the input feature graph and are different. Each sample kernel is mapped to the input
feature map, to be obtained as a region centered on it, and then the output is derived
by predicting the sample checkpoints based on this point. Multiple channels share an
upper sampling kernel at the same location. In the CARAFE module, after the feature
map of the upsampling kernel is predicted, an upsampling region is found on the input
feature map through the mapping relationship to ensure that the location of the region
corresponds to the location of the predicted up-sampled kernel one by one. In the edge
position of the feature map, the number zero will be used to fill for imperfect information.
In doing so, the method of reflection extension is adopted instead to retain more details
of small targets and further improve the information extraction ability of small target
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features. With the improved ability of the CARAFE module to collect insulator defec-
tive target details during upsampling, this paper uses the improved CARAFE module
to replace the FPN structure in YOLOv5, which improves the ability of the network to
identify defective insulators by replacing the CARAFE-FPN structure.

Figure 4. CARAFE module structure

2.3. Improved Non-maximum Suppression Algorithm. Non-Maximum suppres-
sion [39] is a necessary post-processing procedure in the target detection algorithm to
eliminate redundant prediction boxes on the same object. The fundamental concept of
the algorithm is as follows: First, all the boundary boxes predicted by the network are
sorted from the highest score to the lowest score, and then the prediction box with the
highest score is selected as the target. Intersection over Union(IOU) is used to calculate
the overlap between the target and the remaining prediction boxes. Assuming that the
calculated IOU value is greater than a predetermined threshold. The prediction box and
target are considered to be responsible for predicting the same object at the same time,
so that the boundary box will be deleted. Otherwise, it will be retained, then select the
prediction box with the highest score from the undeleted prediction box as the new target,
and repeat the process until all boundary boxes are identified.

Since the insulator defect targets are small-sized in high density, the traditional NMS
algorithm misses the true targets with low confidence, resulting in a degradation of model
accuracy. This paper uses the SoftCIOU-NMS algorithm to improve the traditional NMS
algorithm. The basic idea is the same as the NMS algorithm. The basic formula of
SoftCIOU-NMS is as follows: si indicates the score of the current detection box. N1

is the threshold of CIOU; n indicates the detection box with the highest score. σ is
the weight coefficient. It can be seen from Formula (2) that SoftCIOU is used in this
paper to replace IOU as the evaluation index of boundary frame confidence. Based on
the original IOU, SoftCIOU considers the distance between the center point of the real
box and the predicted box and the diagonal distance between the minimum wrapping
box of the two boxes. In the SoftCIOU-NMS algorithm, the CIOU of the current and
highest-score detection box is smaller than the set threshold. Output the score of the
current detection box. When the CIOU of the current detection box and the highest
score detection box are greater than the set threshold, the score of the current detection
is multiplied by a weight function rather than being eliminated directly. This function
will decay the scores of additional detection boxes that overlap with the detection box n
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with the highest score. When doing non-maximum suppression, the overlap of boundary
frames is taken into consideration.

si =

{
si Ciou(n, ai) < N1

si × e−
Ciou(n,ai)

2

σ Ciou(n, ai) ≥ N1

(2)

3. Experimental Process.

3.1. Dataset Preprocessing. Dexter [40] provided the defective insulator image dataset
(IDID) used in this paper. There are 400 different images in the dataset. Then, 1600
images of defective insulators are obtained by a series of data magnification methods such
as random flipping. The open-source data annotation tool LabelImg is used to annotate
the images and generate the annotated images in VOC2017 format. The ratio of the
training set, verification set, and test set is 8:1:1. Also, like YOLOv4, the Mosaic-4 data
enhancement strategy is adopted by default at the input end of YOLOv5. Its basic idea
is that four images are randomly scaled, randomly clipped, and randomly arranged on
one image as training samples. In this paper, the Mosaic-9 data enhancement strategy
is adopted to replace Mosaic-4. Nine images are randomly clipped, scaled, and mixed
into one for training. Its advantage is that it dramatically increases the data information
and the number of small target objects. In the normalization operation, nine images are
calculated without relying on batch processing parameters, which reduces the calculation
amount and thus improves the detection efficiency of the model.

3.2. Experimental Environment. The experimental operating system used in this
study is Windows 11, Python 3.8 environment, and Pytorch framework. GeForce RTX
3060 Laptop GPU with 6G video memory and 16G memory is the type of graphics card
used. The training process uses a 640x640 pixel image with 16 batch training data points,
a training momentum of 0.937, a weight attenuation of 0.0005, and an initial learning rate
of 0.01.

3.3. Performance Evaluation. Precision (P ), Recall (R), False detection (F ), Average
Precision (AP ), and Average Precision Mean (mAP ) are used to measure the performance
of the improved model. The full calculation is made available as follows:

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

AP =

∫ 1

0

p(R)dR (5)

mAP =

∑n
i=0AP (i)

n
(6)

F1 =
2 ∗ P ∗R
P +R

(7)

Where True positives (TP ) is the number of positive samples accurately recognized by
the model as positive samples, False positives (FP ) is the number of negative samples
incorrectly recognized as positive samples, True negatives (TN) is the number of negative
samples accurately recognized by the model as negative samples, False negatives (FN) is
the number of positive samples incorrectly identified by the model as negative samples and
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n is the total number of categories of detection targets; AP is the area under the Precision-
Recall curve; mAP is the average value of detected AP . The increasing number of mAP
presents closely relates to the excellence of network performance; as mAP increases, the
network performance is promoted. Since the two indexes of precision rate P and recall rate
R are contradictory, it is impossible to achieve a double high. The F1 score is balanced
according to their balance point, considering both precision and recall.

4. Experimental Results and Analysis. In this paper, based on the original YOLOv5
model, MB-Convs are used as the backbone of the network to realize the precise location
of insulator faulty components, and the enhanced CARAFE module replaces the FPN
structure in YOLOv5. The post-processing technique makes use of the SoftCIOU-NMS
algorithm to enhance the capacity to identify damaged insulators.

Finally, the experimental comparison results are shown in Table 1. It can be seen from
the table that both the original model and the improved model have strong positioning
ability for the insulator itself, but the original YOLOv5 model has strong positioning
ability for the insulator defects as follows: The positioning ability of flashover and damage
is poor. Compared with the original YOLOv5, the accuracy of improved YOLOv5 in
flashover increases by 8.7%, while the accuracy P and recall rate R rises by 6.2% and
13.8%, respectively. Accuracy rises by 6% in damage, while accuracy P and recall R rise
by 2.9% and 5.2%, respectively. Last but not least, the recall rate of R grows by 6.4%,
the accuracy of P increases by 4.8%, and the average accuracy of mAP increases by 5.5%.
The results demonstrate that the improved YOLOv5 method in this study has a better
detection for the small targets in insulator flaws.

Table 1. The improved model is compared with the original model

Category Original YOLOv5 Improved YOLOv5
mAP@0.5(%) P(%) R(%) mAP@0.5(%) P(%) R(%)

Insulator 97.5 95.8 94.2 97.6 96.3 94.1
Flashover 61.6 70.2 66.3 70.3 76.4 80.1
Damage 70.9 76.3 72.1 76.9 79.2 77.3
ALL 76.1 78.7 79.6 81.6 82.5 86.2

Figure 5 to Figure 6 respectively show both F1 value and P−R curve about the original
and improved models. The figure shows that the modified model has improved the F1

value and P −R curve to the varying degrees when compared with the original model.

Figure 5. F1 curve and P −R curve of the original YOLOv5
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Figure 6. F1 curve and P −R curve of the improved YOLOv5

Figure 7 depicts the Grad-CAM diagrams of the original and improved YOLOv5 models
during the testing phase. Among them, (a) is the original image, (b) is the insulator
defect detection Grad-CAM diagrams of the original YOLOv5, and (c) the insulator
defect detection Grad-CAM diagrams of the improved YOLOv5. The varying hues in the
image represent different gradients between the current layer and the output layer, with
the redder portion representing the focus of the network. As seen in the image, the color
of the improved YOLOv5 model is darker in the minor defect target area when compared
with the original model. These locations are given more importance, and the model is
more likely to discover the damaged parts. The findings demonstrate that the revised
model can detect insulator defects more accurately and reduce missing and erroneous
detection.

Figure 7. Heatmap of the experimental results
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Figure 8 shows the insulator defect detection results of the original YOLOv5 and the
improved YOLOv5. Among them, (a) is the insulator defect detection effect drawing of the
original YOLOv5, and (b) is the insulator defect detection effect drawing of the improved
YOLOv5. The original YOLOv5 method has missed detection and false detection because
of the small number of insulator defect targets in the image, some of which are highly
dense, and the background is relatively complicated. However, in this paper, MB-Convs
as the backbone network, CARAFE upsampling operator and SoftCIOU-NMS are used
in the algorithm to enhance the ability of the network to learn the feature information of
small targets. The improved model significantly reduces the number of missing insulator
defect parts. The method in this paper can accurately distinguish the target and show
the advantages of this method in the provided results.

Figure 8. Insulator defects detection results

The ablation experiment is carried out in this paper to verify the performance of the
improved YOLOv5 model proposed in insulator defect detection. The improved mech-
anisms are added to the original structure and trained to verify whether each improved
mechanism is effective for the model. Table 2 displays the results.

The table shows the original YOLOv5s detection precision. YOLOv5s mAP increases
by 5% when MB-Convs are used as the backbone network because MB-Convs improve
the ability to extract small defect targets from deep convolution. When the CARAFE
upsampling operator is used to replace the nearest interpolation in the original network,
themAP value is improved by 4.1%. When SoftCIOU-NMS is used as the post-processing
algorithm, the mAP value of the network is improved by 2%. Two different improvement
strategies are added to the original YOLOv5 network, and the mAP value is increased
by 3.7%, 5.1% and 3.1%, respectively; experiments show that multi-branch backbone,
SoftCIOU-NMS, and CARAFE sampling operator network have higher precision. Finally,
to multi-branch backbone network fusion, SoftCIOU-NMS, and sampling on the CARAFE
operator, after getting the final accuracy, compared with the original YOLOv5 model, the
mAP value increases by 5.8%. The algorithm in this paper synthesizes the advantages
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Table 2. Comparison table of ablation experiments

Number MB-Convs SoftCIOU-NMS CARAFE mAP@0.5(%)
1 76.1
2 ✓ 81.1
3 ✓ 78.1
4 ✓ 80.2
5 ✓ ✓ 79.8
6 ✓ ✓ 81.2
7 ✓ ✓ 79.4
8 ✓ ✓ ✓ 81.6

of the above modules, mAP value can reach 81.9% to achieve accurate positioning of
defective insulators.

Non-maximum suppression algorithms have varying effects on the detection accuracy of
defective insulators; different non-maximum suppression methods are applied on the basis
of the original YOLOv5 model, after which the detection is performed correspondingly.
Table 3 displays the experimental results, which show that the technique used in this
research has the best effect on identifying defective insulators. The average recognition
accuracy has increased by 1.3% and 0.9%, respectively, when compared Soft-NMS with
CIOU-NMS. This is due to the fact that SoftCIOU-NMS considers the overlap area, center
distance, and aspect ratio in addition to immediately eliminating candidate boxes that are
larger than the IOU threshold. In insulator defect detection, the problem of an imbalance
between positive and negative samples is resolved, and the model’s detection precision
increases.

Table 3. Comparison between algorithms of different NMS

Method mAP@0.5 (%)
Soft-NMS 76.8
CIOU-NMS 77.2
DIOU-NMS 76.4

SoftCIOU-NMS 78.1

As the number of MB-Convs have different impacts on model accuracy, a control ex-
periment is designed in this paper. In the original YOLOv5 model, ordinary volumes in
the backbone network are replaced by different numbers of MB-Convs, and the detection
accuracy of the model is obtained, as shown in Table 4. It can be seen from the table that
the performance of the model is related to the number of MB-Convs. When the last two
common convolutions in the backbone network replace the two MB-Convs , the average
accuracy of the model reaches the highest 81.6%, and, with the increase of the number of
substitutions, the complexity of the model and the amount of floating-point computation
also increase. When all the convolutions in the backbone network are replaced by the
MB-Convs, the volume of the model reaches 8.5M.

In SoftCIOU-NMS, different weight coefficients have different effects on the location
accuracy of insulator defects. Based on the enhanced YOLOv5, the improved YOLOv5
model is drawn with varied weight coefficients to show the detection accuracy of the
defective insulators. Figure 9 shows that when the parameter is 0.4, the model achieves
the best accuracy of 81.6%. If this value is too high or too low, the detection accuracy of
the upgraded model decreases. As a result, 0.4 is chosen as the weight coefficient in this
paper.
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Table 4. Multiple branch convolutions with different numbers

Number mAP@0.5 (%) GFLOPs Parameter/M
1 80.2 16.9 7.5
2 81.6 17.9 7.8
3 79.8 18.8 8.2
4 77.5 19.8 8.5

Figure 9. The accuracy of the improved model under different σ

A horizontal comparison is conducted between the improved model and the most popu-
lar target detection models currently in use, including Faster-RCNN, YOLOv3, SSD, and
YOLOv4, to confirm the improved model’s effect. In this paper, Faster-RCNN, YOLOv3,
SSD, and YOLOv4 are trained with the same hyper-parameters for comparison by us-
ing the same dataset. According to Table 5, the improved YOLOv5 algorithm enhances
model accuracy by 1.4% when to the traditional two-stage approach Faster-RCNN. The
improved model volume and floating-point calculation amount are also significantly lower
than those of Faster-RCNN. The SSD network has a complex model structure and the
lowest detection accuracy, only 74.4%. Despite about one-fifth of the parameters of the
YOLOv3 and YOLOv4 models, the accuracy is increased by 5.7% and 4.4%, respectively.
This paper also compares the more popular detection model, TPH-YOLOv5, and from
the results, it can be seen that the detection model proposed in this paper is more effective
in the detection of insulator defects and less intensive computationally.

Table 5. Comparison of different methods

Method mAP@0.5 (%) Parameter/M GFLOPs FPS
Faster-RCNN 80.2 72.4 27.1 9.8

SSD 74.4 25.8 33.4 18.3
YOLOv3 75.9 62.5 156.4 27.2
YOLOv4 77.2 52.6 119.7 21.3

Improved YOLOv5 81.6 10.3 19.4 26.6
TPH-YOLOv5 [28] 80.4 19.8 212.6 22.4
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5. Conclusion. Due to the small proportion of defective parts in the image, an improved
YOLOv5 model is designed in this paper to solve the low accuracy of the model in
identifying insulator defects. Firstly, because of the poor feature information extraction
ability of the original network for insulator defects, MB-Convs are designed to replace the
common convolution in the YOLOv5 backbone network. Secondly, since the features of
small targets tend to be stronger in shallow feature maps and weaker or even disappear
in deep feature maps, CARAFE-FPN is used instead of the original FPN structure for
feature fusion so as to reduce the loss of feature information. Finally, SoftCIOU-NMS is
designed in the post-processing algorithm for defect-intensive problems. After training,
the final model is obtained. Compared with other mainstream detection models, the
accuracy has been increased to different degrees. Therefore, the improved model has
obvious advantages in the identification and location of insulator defects. However, the
improved model cannot meet the real-time detection of defective insulators, and the real-
time detection of defective insulators will be the next focus of attention.
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