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Abstract. To achieve the best rendering effect of three-dimensional visualization is
usually by artificial selection, which leads to the increase of iteration number and poor
design efficiency, while choosing the appropriate level models requires high-performance
processing power. Therefore, an intelligent optimization algorithm based on Hadoop sys-
tem is proposed. In this algorithm, meta-modeling is introduced to meet the spectral
multi-resolution model’s transformation in three-dimensional visualization. Searching for
optimal matching of multi-resolution model is reformulated as a global optimization prob-
lem. Based on the improved Particle Swarm Optimization (PSO), multiple iterations are
utilized to obtain optimal rendering effect. A lot of different resolution three-dimensional
models of reading and conversion process, the Hadoop is used to store and process model
files. The experimental results are evaluated on image information entropy and draw
rate, showing that the algorithm can achieve result in model matching quickly and im-
prove the visual effect effectively, also consider the real-time.
Keywords: intelligent optimization; multi-resolution model; image information entropy;
Hadoop; Particle Swarm Optimization; three-dimensional visualization

1. Introduction. With the development of computer technology, the concept of data
visualization has been greatly expanded, which includes not only data visualization for
scientific computing, but also the visualization for engineering data and measurement
data. Spatial data visualization is often called volume visualization, it is also known as
three-dimensional visualization technology, which was originally used in medical imaging,
and has become one of the basic techniques for many related disciplines [1-3]. Currently,
it is used for the depiction of various phenomena, such as clouds, water, molecular struc-
tures and biological structures, and has become an indispensable technology method. In
[4], the authors give an augmented reality-based approach for three-dimensional optical
visualization and depth map retrieval of a scene using multi-focus sensing, it can be opti-
cally displayed in smart glasses, allowing the user to visualize the real three-dimensional
scene along with synthesized perspectives of it. [5] proposes a single input data format
that allows for the use of the same algorithm for 3D visualization of various types, and
provided application examples. [6] proposes a three-dimensional visualization platform
for road infrastructure through object detection and data augmentation methods, which
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was used for intelligent and fast maintenance of expert highways. [7-9] describe some
other fields which were used in three-dimensional visualization technology. Overall, it is
important and useful for us to understand and describe the scenes.

In recent years, multi-objective optimization has become a focus and has been ap-
plied widely in some science fields [10-12]. It refers to finding a solution to meet all the
optimization objectives and the solution usually exists in an uncertain point set form.
Many scholars have studied the method of solving multi-objective optimization, and have
obtained a lot of research results. Some algorithms have been proposed to solve the prob-
lems. For example, [13] proposes a migration-based method of enriching the algorithm
library for constrained multi-objective optimization problems. In [14] a multi-preference-
based constrained multi-objective optimization algorithm is proposed. The evolutionary
algorithms (e.g. genetic algorithm, particle swarm optimization algorithm and ant colony
algorithm) [15-17] are one of the evolutionary techniques that have been successfully used
as an optimization tool. In these algorithms, the main methods are the evaluation function
method and the goal programming method.

The paper integrates the above two ideas, namely, the multi-objective optimization and
the evolutionary algorithm. To balance the distance between the vector of the objective
function and the ideal objective vector, it needs to construct one cooperative solving
model. We propose a combination optimization approach, which is a helpful guidance on
achieving automation of the visualization process, it can avoid excessive human-computer
interaction. Therefore, we can obtain the optimal rendering effect based on multi-objective
optimization, and an improved particle swarm optimization algorithm is adopted in the
optimization process [18,19]. Particle Swarm Optimization (PSO) is one of the important
branches of evolutionary computing [20,21]. It is a heuristic search optimization algorithm
proposed by simulating the swarm intelligence behavior of natural biological activities
and drawing on artificial life, bird foraging, fish learning and other swarm intelligence
behaviors. Compared with other heuristic search algorithms, PSO has been successfully
applied in many real-world optimization problems such as machine learning, parameter
recognition, and resource scheduling due to its advantages of easy implementation and
simple operation [22-26]. However, PSO has the problems of premature convergence,
slow convergence speed, and low solution accuracy. Different scholars have made many
improvements in particle activity behavior, particle performance evaluation, and adaptive
adjustment of inertia weights [27-29].

In the scene rendering process, a lot of different resolution three-dimensional models
of reading and conversion cause the query process to be a bottleneck. Therefore, we
discuss how to use the Hadoop system to store and handle different resolution files. The
files are generally hundreds of KB, which is small relative to HDFS (Hadoop Distributed
File System). This will cause a great burden on “Namenode” node, while the presence of
large numbers of files can also cause frequent readers of “Namenode” node, which seriously
affects the performance of the system. In order to solve the system handle massive poor
performance of small files problem, there are many approaches [30-32]. In this paper, we
reduce the number of files by merging files, then the files are merged into data nodes,
and by using MapReduce to establish the mapping from the small files to the large files,
thereby improving the efficiency of document retrieval and enhancing the performance of
the storage system.

This paper is organized as follows. Section 2 gives the proposed algorithm, including
Multi-resolution Model Family (MF), evaluation method of visualization effect, formal
description of three-dimensional visualization Meta-mode and the design method of the
Hadoop system. The implementation of the algorithm is provided in Section 3. Simulation
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results and comparison studies to verify the capability of the proposed method are shown
in Section 4.

2. The Three-dimensional visualization of intelligent optimization algorithm.
The combination optimization of model can be translated as the multi-objective optimiza-
tion with resource constraints, which include the constraint of hardware resource and the
resolution of the model. It starts with the initial sample set of multi-resolution models.
The hardware resource directly affects the draw rate. The resolution of the model directly
affects the visualization effect. Through evaluating the drawn image, the fitness value of
the corresponding model combination can be obtained. The fitness is the image informa-
tion entropy. Then, to modify the reference value, satisfactory results can be shown by
gradual iteration. In each iteration solution process, the part of satisfactory intermediate
results will be passed to the next step; it has a positive impact on the final image. And
intuitive expression of the relationship between the model combination and the drawn
image is provided. Figure 1 shows the proposed algorithm.

Figure 1. The proposed algorithm

2.1. Multi-resolution Model Family. To establish the different granularity models
for the same system, object, phenomenon or process is called the multi-resolution model.
The meaning of resolution is the accuracy and the level of detail of the model describing
the real world in the modelling and simulation. It is associated with the model fidelity.

Establishing a multi-resolution model is needed to keep the system described in these
models or process consistency. The external characteristics of the multi-resolution model
should be relatively independent and stable, the granularity of the internal model changes
during the dynamic simulation process, and the use of resources reallocated during the
process of scheduling, but the external characteristics need to be consistent, it is said that
outside express of model and simulation process has seamlessness.

[14] gave the concept of Multi-Resolution-Model Family (MF). The set of different
resolution models of the same entity is called the multi-resolution-model family. We
further proposed the rigorous mathematical definition of MF based on the definition.
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Definition 2.1. If we can use N(N ≥ 1) models M1, . . . ,MN to express an object E,
and the resolution of the N models are different, so the set M = {M1, . . . ,MN} composed
of the models M1, . . . ,MN is called a multi-resolution MF of object E.
We use an example in two resolution levels to discuss the principles of multi-resolution

modelling. Let multi-resolution object E keep properties at high-resolution level HRL
and low-resolution level LRL at any time, and the state of HRL and LRL state is always
consistent, which is shown in Figure 2.

Figure 2. Two levels resolution modeling

Definition 2.2. We set a high resolution entity for EH , low resolution entity for EL,
the high and low resolution entities can be respectively as follows:

EH = [PH
1 , PH

2 , · · · , PH
s ]T

EL = [PL
1 , P

L
2 , · · · , PL

t ]
T

(1)

Generally, high-resolution entity contains more information than low-resolution entity,
so the simulation relation between them can be expressed as:

EH = K · EL (2)

Where, s, t respectively represent the number of multi-resolution entity model, and
content s ≤ t; K is for the s × t order transformation matrix between the high/low
resolution entity model, P for the attribute values of entity.

2.2. Evaluation Method of Visualization Effect. The three-dimensional visualiza-
tion model is encoded as particles, thus particle evaluation is equivalent to the combination
evaluation of a hierarchical resolution model for each entity. Generally, a good combina-
tion will produce high-quality images, so the evaluation of the model combination can be
transformed into image evaluation.

Drawing and evaluation are necessary conditions to produce a new iteration. Once
a new solution is produced, it must draw its corresponding images one by one. Based
on the rendered image, we can determine the corresponding fitness values and carry out
an evaluation of the results. The evaluation of the model combination is to use some
parameters of image quality evaluation. The linear combination of these parameters
builds the target evaluation function.

The parameters of Entropy and the image difference, etc., are used to evaluate the image
quality. Other parameters can also be defined to evaluate depending on the application.
The above two methods are for the evaluation of the dominant rendering image rather
than the evaluation of the abstract and implicit MF. The fitness value Fit(pi(t)) must
follow the rules:

(1) If the corresponding rendering image of the particle pi(t
′) is better than pi(t) in

visualization effect, then Fit(pi(t
′)) > Fit(pi(t));
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(2) If the corresponding rendering image of the particle pi(t) is better than pj(t) in
visualization effect, then Fit(pi(t)) > Fit(pj(t)).

Entropy is a thermodynamic function, after introduced information theory, which is
used to measure the amount of information and is known as information entropy. In
information theory, one symbol coding system is more orderly, the lower entropy value is;
conversely, the uncertainty of variables is greater, the higher entropy value is. Therefore,
it can be said a measure for the degree of ordering.

In order to characterize it, we introduce the image two-dimensional entropy, which can
be defined as follows:

H(IMG2) = −
width∑
i=1

height∑
j=1

p(i, j) log2 p(i, j) (3)

Where, p(ij) = x(ij)/
∑width

i=1

∑height
j=1 x(i, j), width, height are respectively the width

and height of the image, which means the size of the image. x(ij) is the gray value at the
point (i, j).
When the image information entropy is calculated, the width and height are 1024 and

768. According to (3), we can obtain that the value of image information entropy is
4.559676. The test image and the corresponding gray scale image are shown in Figure 3.

Figure 3. Test image and the corresponding gray scale image

2.3. Formal Description of Three-dimensional Visualization Meta-mode. By
making a formal description of the three-dimensional visualization meta-model, we can
achieve a more accurate multi-resolution model by grammar, providing adequate grammar
assurance for the next implementation of model reusability, but also providing an exchange
platform for simulation users and developers.

To make a formal description of the meta-model, we chose BNF (Backus Naur Form).
BNF is a typical meta-language, it can express grammatical rules strictly, and the de-
scription grammar is context-free grammar. We carry out a specific formal description of
interactions among ship, copter, and sea for example (the test scene is given in Figure 4
and Table 1.

In Figure 4, the point “A” is meta-class. The entities are ship, copter and sea. The
point “B” is the meta-attribute. The sea surface owns the attribute of reflection. The
point “C” is the meta-action. The spray is generated by wind, the sea surface is changed.
The point “D” is the meta-interaction. When the ship passes, the trail will be left. The
interaction is between ship and sea. The point “E” is meta-constraint. The copter cannot
be below the sea surface.
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Figure 4. A test scene for a specific formal description of interactions

Table 1. A specific formal description for example

<Scene> ::= [ <Sea> <ship> <copter> ]

<Sea> ::= [ <Illumination> <Reflection effect> <Wind> <Spray> <Trail> ... ]

<ship> ::= ...

<copter> ::= ...

...

2.4. The design method of Hadoop system. The optimization structure of the over-
all system design by Hadoop is shown in Figure 5. System optimization includes two
parts: optimized file storage and file retrieval. The file storage consists of file merging
and a merge algorithm to combine individual small files into larger files, where each file
is written to a separate sequence file.

In this paper, “SequenceFile” technology is employed to merge and create a new file for-
mat, reducing the number of system files. The merged files are stored in the “DataNode”
file blocks. The merge algorithm primarily operates based on time, merging files created
within a certain timeframe. File retrieval aims to enhance the read efficiency of “Se-
quenceFile” through indexing design and index creation. Additionally, secondary indexes
are constructed using a “Trie”-based approach to improve random access efficiency.

The optimization structures of the overall system design by Hadoop are shown in Figure
5. System optimization includes two parts, one is optimized file storage, and the other is
the file retrieval. There are two mains in file storage: file merge and merge algorithm, to
merge individual small files into large files, each file will be written to a separate sequence
file.

3. Implementation of the algorithm based on IPSO.

3.1. Intelligent Combination of Multi-resolution Model. We achieve the intelligent
combination and matching of multi-resolution models using IPSO (Improved Particle
Swarm Optimization). The fundamental approach involves translating model matching
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Figure 5. The optimization structure of the Hadoop system

into a global optimization problem. The process begins with an initial sample set of
multi-resolution models, where the fitness value of each model combination is evaluated
through its drawn image. Subsequently, modifications to the reference value are made
iteratively to refine the results. Each iteration passes satisfactory intermediate results
to the next step, contributing to the enhancement of the final image. The relationship
between the model combination and the drawn image is illustrated in Figure 6.

Figure 6. Intelligent combination algorithm of multi-resolution model

By using the IPSO for solving, its basic particle is the solution. Multiple particles can
determine the global optimum flight path according to the current individual and global
optimal solution, update in accordance with their fitness value, and gradually move closer
to the optimal solution.
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In the process of searching for the optimal combination of models, the first problem is
to encode the original MF for the IPSO particle. Then, on the basis of the corresponding
evaluation of the visualization effect, the fitness value of all particles can be calculated.
The automatic design process of the proposed algorithm is shown in Figure 7, including
the encoding, initialization, updating, decoding, rendering, and evaluation.

The automatic design process is as follows:
(1) To encode the MF and determine the attributes of particles, such as the number

of particles, the dimension of the particle, etc.
(2) To initialize all particles.
(3) To calculate the fitness value of each particle in the initial sample set and assign it

to individual optimal solution pBest.
(4) To determine the initial sample set of global optimal solution gBest.
(5) If the satisfactory solution is not searched:
a. To calculate the velocity of each particle and update its location;
b. To calculate the fitness value of each particle and compare it with pBest, if the value

is larger, update pBest by using it;
c. To determine the global optimal solution.
In Figure 7, the work of the encoder/decoder has two parts: one part encodes the MF

and sends the resulting set. The other part encodes the intermediate particle set generated
by the solver and sends the candidate model combination to the rendering module.

The rendering module draws based on the candidate model combination and sends the
image to the image evaluation module.

The image evaluation module evaluates the input image. We use the above objective
evaluation, namely, the image information entropy.

The usefulness of the solver is generating an intermediate particle set based on the
output of the encoder/decoder and image evaluation.

Then, there will be two sections to describe the specific implementation method.

Figure 7. The automatic design process of model combination
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3.2. Encoding and Initialization. Definition 3.1. Assuming that the particle sample
set P (t) = {p1(t), p2(t), ..., pN(t)} at time t, which is an N-dimensional vector; N is the
size of the sample set. The initial sample set P (0) can be pre-defined or randomly selected.

In the process of multi-resolution model combination of multi-resolution model, the
encoding must be according to the practical problem, so that the particle can denote the
solution of the problem. Therefore, we encode the multi-resolution model of visualization
entities as the particles in IPSO. The number of attributes, namely, the dimension of the
particle is equal to the number of entities in three-dimensional visualization.

N(pi(t)) = NE (4)

Where N(pi(t)) is the dimension of the particles, NE is the number of entities in three-
dimensional visualization.

Assuming that NE = m, the m-dimensional encoding of the particle i at time t can be
described as follows:

pi(t) =


Level(s1(x1, y1, z1), s2(x1, y1, z1), . . . , sm(x1, y1, z1))
Level(s1(x2, y2, z2), s2(x2, y2, z2), . . . , sm(x2, y2, z2))
...
Level(s1(xn, yn, zn), s2(xn, yn, zn), . . . , sm(xn, yn, zn))

Where, sj(xi, yi, zi) is the scalar value of the sample point i, Level(s1(xn, yn, zn),
s2(xn, yn, zn), . . . , sm(xn, yn, zn)) is the value of multi-resolution level. Their range are
[0,1], which can be defined in setting PSO parameters.

The number of particles needed to be adjusted according to the actual problem for the
solver. The number of particles may be too small so that the time of a single iteration will
be shortened, but the average size of the searching area of each particle becomes larger.
Thereby, the average number of required iterations will greatly increase for optimization,
and the probability that the best results are not obtained is also higher. Conversely,
too much of the particle will increase the time of a single iteration, and the positions
overlap after updating the particle, which results in a great waste of resources. Generally
speaking, about 10 particles meet the need for general questions, but the required number
of particles may reach 100-200 for some more complex questions.

In the iteration process of IPSO, assuming that the used number of particles is N , then
at the time t, the particle sample set is defined as follows:

P (t) = {p1(t), p2(t), · · · , pN(t)} (5)

It is an N -dimensional vector; N is the size of the sample set. Assumed that at time
t = T the best result is obtained by iteration; the sample set can be expressed as follows:

P (T ) = {p1(T ), p2(T ), · · · , pN(T )} (6)

The particle pi(T ) is the best particle, if and only if the index value i = gBest.
We set that the P (0) is pre-defined. Randomly selected can ensure randomness of

particle distribution, but without prior knowledge as an auxiliary, which increases search
time and costs. The pre-defined can customize the user’s experience, knowledge, and
understanding of the original data to set the initial particles purposefully, which can avoid
many unnecessary searching processes. Compared with the random selection method, it
is faster to obtain the optimal result.
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3.3. Optimization Process. From the initial set of MF to obtain the satisfactory model
combination, it will need to go through several iterations. That’s a gradual process of
optimization. The entire process starts from the initial particle sample set, where the
calculations of fitness values and updates are needed to generate new particles. Assuming
that a new sample set is P (t′), including the pi(t

′)(i = 1, 2, . . . , N), we evaluate each
particle in turn, obtain the fitness value Fit(pi(t

′)). Then to compare the fitness values
of pi(t

′) and pBest(i).
If Fit(pi(t

′)) > Fit(pBest(i)), then to update the value of pBest(i), pBest(i) = pi(t
′),

and to compare the fitness values of pi(t
′) and gBest.

If Fit(pi(t
′)) > Fit(gBest), then to update gBest = pi(t

′).
Else if Fit(pi(t

′)) < Fit(pBest(i)), then no action.
And according to the obtained gBest and pBest, to update he velocity and position of

each particle, thereby a new set of samples P (t′′) can be obtained. If this set is not the
ideal model combination and does not reach the maximum limited number of iterations,
the process will continue.

4. Experimental results and analyses.

4.1. The Structure of Solution Model Based on Gray Relational Degree. The
above multi-objective optimization for the model combination can be described as follows:{

max f1 = −
∑width

i=1

∑height
j=1 p(i, j) log2 p(i, j)

max f2 = FPS
(7)

Where the FPS represents the draw rate.
This paper set up a Hadoop cluster, which includes four hosts, one host is the server

node, and the other is the node station.
The development environment of the proposed algorithm: the processor is Intel(R)

Core (TM) i7CPU/870 @ 2.93GHz, the memory is DRRII800/ 4GB, the graphics card is
NVIDIA GeForce GTX 260/1024MB, the hard is 500G/7200 16M.

The test scene contains five or six resolution levels. The corresponding vertex number
and polygon number are given in TABLE 2 and TABLE 3. The TABLE 4 is the MF of
the sea.

To transform the multi-objective optimization functions into three single objective op-
timization functions in (8), the solution value and objective value of single objective func-
tions satisfying condition in (8) are shown in Table 5. l1, l2 and l3 respectively represent
the resolution level of ship, helicopter and sea.

Table 2. The resolution levels of ship and the corresponding vertex number and
polygon number of Ship

Resolution level Vertex number Polygon number
5 9317 4610
4 7957 3934
3 4697 2286
2 3668 1824
1 2084 1016

Therefore, we can obtain an ideal point in the solution domain of the model: f ∗ =
(f ∗

1 , f
∗
2 ) = (4.737679, 47.2). Assuming that the weight of three objective functions is the

same, and then, the solution model according to (4) can be computed as follows:
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Table 3. The resolution levels of helicopter and the corresponding vertex number
and polygon number of helicopter

Resolution level Vertex number Polygon number
5 3458 1497
4 2202 938
3 1280 524
2 756 288
1 648 262

Table 4. The MF of the sea. The mean of ”Y” is included, and the mean of
”N” is not included. There are some numbers which represent their respective
properties

Resolution level Reflection effect Illumination Wind velocity Spray Fog density Trail
6 Y Y 12 Y 0.0015 Y
5 Y Y 12 Y 0.0015 N
4 Y Y 12 Y 0.001 N
3 Y Y 12 Y 0 N
2 Y N 8 Y 0 N
1 N N 4 N 0 N

Table 5. Solution value and objective value of single objective functions

l1 l2 l3 objective value
max f1 3 5 5 4.737679
max f2 1 1 1 47.2

F =

p∑
k=1

ωk
mink |fk − f ∗

k |+ ζmaxk |fk − f ∗
k |

|fk − f ∗
k |+ ζmaxk |fk − f ∗

k |
(8)

4.2. IPSO Algorithm for Solving the Model. According to the constraint condition
of the above equations, we only need to determine two values and the other four unknowns
can be determined. In the algorithm, we determine the particles x1 and x2, the dimension
of the cluster is 2. We set that population size is 3, the maximum evolution generation is
20, the maximum inertia weight is 1.0, the minimum inertia weight is 0.3, c1 = c2 = 2.0,
and the maximum speed of the particles move to 0.25. The algorithm runs for 20, and
the fitness function F is defined as follows:

max
3∑

k=1

1

3
· mink |fk − f ∗

k |+ 0.5maxk |fk − f ∗
k |

|fk − f ∗
k |+ 0.5maxk |fk − f ∗

k |
(9)

Using the steps in section 3 programming to realize, fitness value curves of evolutionary
processes are shown in Figure 8. The optimal individual is at point l1 = 5, l2 = 1, l3 = 2,
where the optimal value of the gray relational degree is 0.969 263, the optimal value of
(6) is f ∗∗ = (f ∗∗

1 , f ∗∗
2 ) = (4.627772, 35.6).

The Figure 8 is corresponding to the iterative process of the above sample set. From
these image sequences, we can see that the entire process is toward a better solution
program. The changes in the fitness value of each particle are shown in Figure 9. From the
figures, we can observe that each particle is gradually to the optimal solution. Under the
same conditions of MF, the optimal solution is the second particle of the 4th generation;
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the corresponding value of image information entropy is 4.627772. The corresponding
resolution levels are 5, 1 and 2; the draw rate is 38.5 FPS/s.

(a) (b)

(c) (d)

Figure 8. The evolution process of multi-objective optimization

Figure 9. The fitness curve of each particle

4.3. Comparison Studies. Figure 10 shows the comparison of the rendering effect be-
tween the algorithm in [30] and the proposed approach. In Figure 10, by using the
proposed algorithm, the corresponding resolution levels are 5, 1 and 2; the draw rate is
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38.5 FPS/s; the corresponding value of image information entropy is 4.627772. But the
corresponding value of image information entropy is 4.211484 and the draw rate is 30.5
FPS/s by using the algorithm in [30], the corresponding resolution levels are 2, 3, and 3.
The comparison results are evaluated on image information entropy and draw rate, show-
ing that our algorithm outperforms the algorithm in [30] and the algorithm can achieve
better results.

(a) (b)

Figure 10. (a) The rendering effect with the proposed algorithm. (b) The ren-
dering effect with the algorithm in [30].

4.4. Performance Analysis. We choose the number of the different resolution three-
dimensional models for experimental design: 1000, 2000, 3000, and 4000, then they are
directly written into systems or read out from the optimized system. Where the size
distribution of these files is the same, the experimental results are shown in Figure 11
and Figure 12. In Figure 11, the Experimental Analysis of test results: The figure shows
that read efficiency is higher. Because of by use of “SequenceFile” technology, the search
work is only needed once. In Figure 12, the comparison shows that the efficiency of batch
reading is still higher than the original system.

Figure 11. Written or read time of before and after optimization
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Figure 12. Written or read time of before and after optimization

5. Conclusions. In this work, a novel solution algorithm for a multi-objective opti-
mization problem based on grey correlation was introduced. The approach improves the
rendering efficiency and visual effect, and the automated combination of models will be
realized.

In the process of three-dimensional visualization, the human factor is growing emphasis.
The requirements are the increasing influence for visualization results. How to reflect
the requirements will be our future work, which needs to use more artificial intelligence
techniques for application in three-dimensional visualization. Or, we will further improve
the proposed algorithm for the visualization results.
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