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Abstract. Focusing on the issues of low convergence speed and the existence of local
minima in the error of the existing consumer expenditure prediction methods, a consumer
expenditure prediction method based on SPSS mathematical statistics and neural network
is designed. Firstly, the Gaussian function is adopted to enhance the gradient descent
algorithm of BP neural network, different learning rates are set for different weights and
thresholds of the model, and each parameter is optimized in a targeted way to acceler-
ate the training efficiency and convergence speed of the BP neural network model, and
secondly, Lasso’s mathematical and statistical method is adopted to perform logarithmic
downscaling of the variables of the influencing factors to reduce the complexity of the
input variables, and then the downscaled influencing factors as inputs and consumption
expenditures as outputs, utilizing the enhanced BP neural network to fit the nonlinear
relationship among them, suppressing the influence of noise on the fitting accuracy, thus
improving the accuracy of prediction. Finally, the statistical data are empirically analyzed
with SPSS software, and the study indicates that the MAE, MAPE, RMSE and RMSPE
of the model designed in this paper are 0.0598, 0.0427, 0.0746 and 0.0539, respectively,
which are lower than that of the comparison model, and the prediction performance has
been effectively improved.
Keywords: Consumer expenditure forecasting; mathematical statistics; BP neural net-
works; gaussian functions; gradient descent

1. Introduction. Recently, in the face of the serious ecological environment and resource
problems, people’s demand for a better life continues to rise, environmental awareness is
getting stronger and stronger, and their living habits are gradually tilted in the direction
of green environmental protection [1]. For the purpose of meeting the requirements of sus-
tainable growth and reduce the dependence of products on the environment and resources,
enterprises upstream and downstream of the supply chain need to actively improve the
greening level of the product supply chain. However, when eco-transitioning, enterprises
will invest more costs, and these additional costs will cascade down the supply chain and
eventually be transferred to consumers [2, 3]. Whether consumers are willing to bear the
extra costs is the main source of driving force for companies to develop green strategies
[4, 5].
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1.1. Related Work. Jun and Park [6] analyzed a large amount of data generated from
users’ historical purchasing behaviors to categorize and segment users, which can signif-
icantly reduce the marketing costs of enterprises, and Schaer et al. [7] proposed to use
the number of times and the duration of customers’ browsing of online platforms in a
certain period of time as an indicator to analyze and predict consumers’ behaviors. How
to use mathematical and statistical modeling to discover useful information among the
huge amount of data is getting more and more attention from the industry. Nowadays,
there are many mathematical statistical prediction methods, such as Lasso analysis [8],
Principal Component Analysis (PCA) [9], Gray Correlation Analysis (GRA) [10], etc.
Ogura [11] proposed the ”S” curve model, which is used to predict consumer spending
through the mathematical relationships derived from the model. Ervural et al. [12] used
an Autore-Gressive Moving Average (ARMA) model to predict consumption during peak
hours. Kemalbay and Korkmazoglu [13] used a partial least squares regression method to
forecast energy consumption of Chinese transportation sector. Li and Zhang [14] used an
optimized discrete Gray Model (GM) to forecast the per capita electricity expenditure in
a developed region but the prediction performance was poor. Mishra et al. [15] analyzed
by SPSS software that the Lasso method is better than the traditional logistic method for
predicting consumption expenditures, and Chen et al. [16] used E-Net for the generalized
linear model and selected all the group variables when there are group effects in the data
under study. Other forecasting models include Gaussian semi-empirical models [17] and
probability density models [18].

The behavior of consumers is often influenced by various complex factors, and the
relationship between these factors may be nonlinear. Compared with traditional statis-
tical analysis methods, BP neural network has strong nonlinear fitting ability and can
effectively model and predict such nonlinear relationship. Consumption expenditure fore-
casting methods are evolving from traditional models to artificial intelligence models and
combinatorial models. Liu et al. [19] used a least squares Support Vector Machine (SVM)
model to forecast energy expenditure. Biswas et al. [20] obtained a high accuracy by train-
ing and testing the correspondence using BP neural network on the online consumption
data of the last year. Li et al. [21] used a combination model of mathematical statistics
Lasso method and SVM to forecast the residents’ expenditure, but the training time of
the model was added long, and the prediction accuracy was not high. Hu [22] proposed a
grey model GM with a BP neural network consisting of a combined model to improve the
accuracy of consumption prediction. Kheirkhah et al. [23] adopted PCA to deconstruct
the impact of consumption expenditure and used BP neural networks to predict consump-
tion. A Learning Vector Quantization-GARCH-BP neural network was created by Yin
and Li [24] to analyze the factors affecting consumption preferences, which proved that
better prediction results can be obtained when using BP Neural Network for prediction,
which provides the basis for this paper to construct a combined model using BP Neural
Network and mathematical statistics and predict the consumption expenditures.

1.2. Contribution. From the above analysis, it indicates that the method combining
linear prediction and nonlinear prediction of neural network is better. In this article,
for the issues of high data complexity and slow convergence speed of neural network in
the existing consumer expenditure combination prediction model, a consumer expenditure
prediction method based on SPSS mathematical statistics and neural network is designed.

(1) We improve the BP neural network, increases the studying rate of the gradient
descent method through Gaussian function and effectively accelerates the union speed of
the BP neural network model.
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(2) Lasso mathematical and statistical method is applied to logarithmic dimensionality
reduction of the variables to reduce the complexity of the input variables. Lasso is a
method for data analysis and statistical modeling, and it is a regression analysis technique
widely used in variable selection and regularization.

Finally, the empirical analysis is carried out with SPSS software, and the outcome
indicates that the model offered in this article has a low relative error and can efficiently
realize the accurate prediction of consumption expenditure.

2. Theoretical analysis.

2.1. Lasso method. Lasso algorithm is a mathematical and statistical method for stream-
lining the set of indicators [25], which provides a better estimation of the unidentified
parameters when choosing the factors, and can greatly address the issue of multiple co-
variance of the model, particularly for addressing high-dimensional data. Lasso method
realizes variable selection by using L1 regularization term in the objective function, that
is, thinning the regression coefficient, so as to identify the predictive variables that have
a significant impact on the response variables.

Assuming modeled data, consider the usual linear model (Xj1, Xj2, . . . , Xjq;Yj).

Yj =

q∑
i=1

αiXij + ξj (1)

where j = 1, 2, . . . , n is independently allocated and E[ξj] = 0, {Xj; j = 1, 2, . . . ,m}
are independent.

Because of Y ∈ R, centering and standardizing the feedback and predictor variables,
respectively, i.e., Y = Xα+ξ, where Yn×1 is the response vector,Xn×q is the matrix of inde-
pendent variables, αq×1 is the vector of coefficients, and noting that α = (α1, α2, . . . , αq)

T

ξn×1 are normally distributed random errors.
It is probable to produce regression coefficients which are rigorously equal to 0 and to

achieve coefficient assessments that lead to models with great ambulatory energy. The
estimation of Lasso’s method is defined as follows.

α̂(Lasso)(µ) = argmin
n∑

i=1

(Yi −
q∑

j=1

Xijαj

)2

+ µ

q∑
j=1

|αj|

 (2)

where µ denotes the regression parameter, the calculations in this article chiefly adopt
the Lars packet in SPSS, for the selection of coefficients utilizing the Mallows criterion.
This method, the statistic theory [26], is as follows.

Cp =
SSEp

s2
− n+ 2p2, SSEp =

n∑
i=1

(Yi − Ypi)
2 (3)

where n represents the number of regressions, s represents the penalty parameter, and
p represents the number of independent variables involved in regression.

2.2. BP neural network. BP neural network algorithm is to divide the learning process
into the forward propagation of signals and the reverse adjustment of errors, but there are
issues such as local minimum and slow algorithm convergence in network training [26],
and its network structure is implied in Figure 1.

Assume that the input layer has M input signals, and any input signal stands for m.
The obscured level is with k neurons, each neuron stands for j. The output level is
with q neurons, and each neuron stands for q. vmj is used to represent the connection
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Figure 1. The structure of BP neural network

weight among the obscured level and the input level, and vjq is used to represent the
connection weight among the input level and the hidden level. Let the input value be
X =

[
X1, X2, . . . , XM

]
, the actual output be Y =

[
Y1, Y2, . . . , Yq

]
, and the expected

output be C =
[
C1, C2, . . . , Cq

]
.

The overall steps are as follows.
(1) Initialize the weight. Assign a set of relatively small non-zero values to vmj(0) and

vjq(0) at random.
(2) Let Xl =

[
xl1, xl2, . . . , xlM

]
and l = 1, 2, . . . , t be input vectors and t be the

number of training samples. Yl =
[
yl1, yl2, . . . , ylq

]
is the actual network output, Cl =[

cl1, cl2, . . . , clq
]
is the expected output.

(3) Input the training sample set X =
[
X1, X2, . . . , Xl

]
sequentially.

(4) Forward propagation. Calculate the network output:

ylq = φ
(∑I

i=1 viqf
(∑M

m=1 vmjxlm

))
, and the sample Xl, training error elq = clq − ylq.

(5) Reverse Propagation. In terms of the error signal, update the weights and thresholds
of any level, and determine whether l > t, if l > t then go to the next step, otherwise go
back to step (3).

BP neural network can effectively deal with complex nonlinear relations, which is very
important in the prediction of consumption expenditure, because consumer behavior is
often influenced by many factors, and the relationship between these factors is usually
nonlinear.

3. Optimization of BP Neural Networks. Aiming at the issues of BP neural network
algorithm, such as network training is simple to fall under native minima and dense
convergence speed, the Gaussian operation is adopted to enhance the gradient descent
algorithm of BP neural network, and different learning rates are set for different weights
and thresholds of the model, and each parameter is optimized, so that it can effectively
accelerate the training effectiveness of BP neural network model and the convergence
speed.

Gaussian operation can effectively change the shape of the search space and make the
whole optimization process smoother. It can provide a better search strategy for the
gradient descent algorithm of BP neural network and help the algorithm converge to the
global optimal solution faster.

Firstly, amount of nodes h in the stimulus level, the amount t in the obscured level, the
amount of nodes mt in each obscured level and the amount n in the output level of BP
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neural network are determined, and the weights and thresholds of any level are initialized
to obtain vtij and ati. Hidden layer output wt

i is calculated as follows:

wt
i = f

(
mt−1∑
j=1

vtijw
t−1
j + ati

)
(4)

where wt
i is the i-th yield of the t layer neuron; f(·) is the neuron activation operation

tanh, and mt−1 is the amount of neurons in the t − 1 level. vtij is the junction weight

among the j-th neuron in level t − 1 and the i neuron in level t; wt−1
j is the yield of the

j-th neuron in level t− 1; ati is the bias of the i-th neuron in the t level.
Output layer Oi is calculated as follows:

Oi = Q

(
mt∑
j=1

vojiw
t
j + aoi

)
=

mt∑
j=1

vojiw
t
j + aoi (5)

where Oi is the i output of the yield level; Q(·) is the Purelin operation of neuron
activation; mt is the amount of hidden layer neurons in the t level; voji is the junction
weight among the t level obscured level neurons; aoi is the bias of the i-th neuron in the
output layer.

The mean square error among the predicted values is as follows:

E(v, a, s) =
1

n

n∑
i=1

1

l

l∑
j=1

(Oij − Cij)
2 (6)

where s is the amount of training times, l is the amount of neurons in the yield level, n
is the samples’ amount, Ôij is the j-th yield value predicted by the i-th sample, and Cij

is the j-th expected value of the i-th sample.
The Gaussian function [28] is then introduced into the BP neural network gradient

descent method, and the model converges faster when the data size is larger.

G

(
∂E

∂vtij

)
= e

−
(

∂E

∂vt
ij

)2

/2
(7)

G

(
∂E

∂ati

)
= e

−
(

∂E

∂at
i

)2

/2
(8)

where G
(

∂E
∂vtij

)
and G

(
∂E
∂ati

)
are the learning rates of layer t, vij and ai calculated by

the Gaussian function, ∂E
∂vtij

and ∂E
∂ati

are the gradients of layer t vij and ai, respectively.

The weights and threshold learning rate matrices for each layer of the improved BP
neural network are obtained as follows.

kr
(
vt
)
=


G
(

∂E
∂vt11

)
· · · G

(
∂E

∂vtlmt−1

)
...

. . .
...

G
(

∂E
∂vtmt1

)
· · · G

(
∂E

∂vtmtmt−1

)
 (9)

kr(at) = [G(
∂E

∂at1
) · · ·G(

∂E

∂atmt

)] (10)
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where kr(vt), kr(at) are the learning rate matrices of the weights and thresholds of
the t-th layer, respectively; mt, mt−1 are the neurons’ amount in the t-th layer and the
(t− 1)-th layer, individually.

The improved gradient descent algorithm is as follows.

vs+1 = vs − kr(vs)⊙
(
∂E

∂vs

)
(11)

as+1 = as − kr(as)⊙
(
∂E

∂as

)
(12)

where vs+1, as+1, vs, and as are the values of v and a at s+1, s iterations respectively;
kr(vs) and kr(as) are the learning rate matrices of v and a calculated for the s training
respectively; ∂E

∂vs
and ∂E

∂as
are the gradient matrices of v and a calculated at the s iteration

respectively.

4. Consumer expenditure forecasting based on SPSS mathematical statistics
and neural networks.

4.1. Analysis of consumption influencing factors based on Lasso’s method of
mathematical statistics. On the ground of the comprehensive consideration of multiple
factors affecting consumption, this article adopts Lasso mathematical statistics method
to construct the usance expenditure models of Chinese residents respectively, and use
SPSS software to empirically analyze the relevant statistical data from 2000-2015 in the
experimental session.

Secondly, on the basis of variable selection, the prediction model on the ground of Lasso
mathematical statistics method and improved BP neural network is constructed, and the
usance expenditure of Chinese residents is predicted, and the specific process is indicated
in Figure 2.

analysis of 

factors 

influencing 

consumption

lasso reduces the 

dimensionality of 

variables ...

mjv

Gaussian function optimization of BP neural networks

Y

Output consumption 

expenditure forecast 

results Y

Output consumption 

expenditure forecast 

results

1x

2x

qx

ijv

SPSS software 

statistical analysis 

the main variables 

Figure 2. Consumer expenditure forecasting process based on SPSS mathemat-
ical statistics and neural networks

In terms of existing studies [29], it can be concluded that the selection of variables
is based on three aspects: economic factors, social factors and other influences, and the
specific selection of variables and their meanings are indicated in Table 1. Var stands for
variable, IV stands for implicit variable, EF stands for economic factor, SF stands for
social variable, OI represents other influences, and Y represents Consumption expenditure
level (Cel).

X1 represents Resident Disposable income (Rdi), X2 represents Economic Growth rate
(Egr), X3 represents Inflation level (Il), X4 stands for Gross industrial output (Gio), X5

stands for Investment in fixed assets (Iifa), X6 stands for Interest rates (Ir), X7 stands
for Size of population (Sop), X8 stands for Educational situation (Es), X9 for Employed
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persons (Ep), X10 for Income distribution gap (Idg), X11 for Consumer behavior (Cb),
X12 for Miles of roads (Mor), and X13 for Postal and telecommunication traffic (Patt).

Table 1. Selection and definition of var

Basic var Var name Var definition Basic var Var name Var definition
IV Y Cel X7 Sop

X1 Rdi X8 Es
X2 Egr SF X9 Ep
X3 Il X10 Idg

EF X4 Gio X11 Cb
X5 Iifa OI X12 Mor
X6 Ir X13 Patt

Suppose there are q (q = 13) independent variables X1, X2, ..., Xq and dependent vari-
able Y , and they are linearly modeled as follows.

Y = b+ α1X1 + α2X2 + · · ·+ αqXq + ξ (13)

where b is a constant term, α1, α2, ..., αq denotes the regression coefficient, and ξ is a
random perturbation term.

Let (Xi1, Xi2, ..., Xiq;Yi), i = 1, 2, ...,m be m sets of observations of the variables, and
assume that the data have been centered and standardized, i.e.,

∑m
i=1 Yi = 0,

∑m
i=1Xij =

0,
∑m

i=1X
2
ij = 1.

j = 1, 2, . . . , q. Noting α = (α1, α2, . . . , αq)
T , the Lasso estimate of the unknown

parameters b and α is defined as follows.

(b̂, α̂) = argmin
m∑
i=1

(Yi − b−
q∑

j=1

αjXij)
2 (14)

where
∑q

j=1 |αj| ≤ s and s are penalty parameters.

Each value of s ≥ 0 corresponds to a Lasso solution through Equation (14), and all
Lasso solutions under different s values can be obtained after multiple calculations.
Then the parameter s is estimated by AIC criterion. The error of the model follows

an independent normal distribution, so that m is the amount of observations and RSS
represents the sum of remaining squares. The estimation of s is as follows.

AICs = 2L+ n ln(RSS/K) (15)

where L denotes the amount of parameters and K is the likelihood function.

4.2. Consumer expenditure forecasting based on SPSS mathematical statistics
and neural networks. To realize the accurate prediction of consumption expenditure,
the relevant variables of the influencing factors are first analyzed through mathematical
and statistical methods, the linear model is constructed through the Lasso method, and
the relevant variables are downgraded, and then the downgraded influencing factors are
taken as the inputs, and the consumption expenditure is taken as the outputs, and the
improved BP neural network is utilized to fit the non-linear relationship between them,
and to inhibit the effect of the noise on the fitting accuracy, so as to optimize the precision
of the forecasting.

After the above mathematical and statistical analysis, a linear model of consumption
expenditure is established, and the relevant variables are downscaled, and to estimate
the impact of the scale, some variables need to be logarithmically treated. Variables X2,



106 L. Zhang and E. Zheng

X6, and X10 are not treated, and the rest of the variables are logarithmically treated and
denoted as lnY , lnX1, lnX3, ..., lnX13. The linear model is indicated below.

lnY = α0+α1 lnX1+α2X2+α3 lnX3+· · ·+α6X6+α7 lnX7+· · ·+α10X10+· · ·+α13 lnX13+ξ
(16)

where α0 is a constant term, α1, ..., α13 is the coefficient corresponding to each variable,
and ξ is a random perturbation term.

Using the above dimensionality reduced variable x1, ..., x13 as the input to the BP
neural network, the stimulus level output and the obscured level input and output are
represented as follows. 

O
(a)
i (l) = x(i)(l)

layer
(b)
j (l) =

∑N
i=1 v

(b)
ij O

(a)
i (l)

O
(b)
j (l) = f(layer

(b)
i (l)− ρ(b))

(17)

where the superscript (a) and (b) stand for the stimulus level and the obscured level of

the neural network individually; ρ(b) stands for the threshold of the obscured level; v
(b)
ij

denotes the junction weight among the j-th neuron and the i-th neuron in the implicit
level; f(x) is the activation function f(x) = tanh(x) = ex−e−x

ex+e−x of the obscured level.
Meanwhile, the stimulus and yield of the output level are as follows.{

layer
(c)
1 (l) =

∑Q
i=1 v

(c)
li O

(b)
i (l)

Q
(c)
1 (k) = g(layer

(c)
1 (l)− α

(c)
1 )

(18)

where superscript (c) represents the output layer; α
(c)
1 is the threshold of l neurons in the

output level; v
(c)
li is the connection weight among the i-th neuron in the hidden level and

the l-th neuron in the output level; g(x) is the activation operation of the output layer.
The above is a forward propagation process, when the error is not 0, the error mean

square value of the reverse error adjustment is as follows.

E(v, a, l) =
1

n

n∑
i=1

1∑
j=1

(Y s(l)− Y (l))2 (19)

where l is the variable and connection weights v
(b)
ij and v

(c)
li are adjusted according to

the negative gradient rule, and n is the samples’ amount. Ôij is the j-th output value
predicted by the i-th sample.
The convergence speed is then increased and the probability of falling into a dead loop

is reduced by introducing an inertia term in the Gaussian function. The formula for
updating the junction weights of neurons in the output and obscured layers is as follows.v

(c)
li (l + 1) = ∆v

(c)
li (l)− µ1

∂E(l)

∂α
(c)
li

β1kr(l − 1)

v
(b)
ij (l + 1) = ∆v

(b)
ij (l)− µ2

∂E(l)

∂v
(b)
ij

β2kr(l − 1)
(20)

where β is the inertia term coefficient.
The training is carried out in terms of the improved BP neural network, and the weights

and thresholds of the obscured level and output level are constantly updated. When the
difference between the mean square error E(v, a, l) obtained by the s computation and
E(v, a, l+1) obtained by the l+1 computation is less than the training accuracy A, that
is, E(v, a, l)− E(v, a, l + 1) < A, the training is ended, and the opposite is continued.

5. Performance test and analysis.
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5.1. Empirical analysis of urban residents’ consumption expenditure based on
SPSS software. To estimate the performance of the consumption expenditure forecast-
ing method based on SPSS mathematical statistics and neural network, 16 pieces of
network data from China Statistical Yearbook from 2000 to 2015 were selected. The
dependent variable in the data set was urban consumption expenditure, and the indepen-
dent variable was 13 indicators selected according to the qualitative analysis above. After
sorting out the statistical results, SPSS software was used for mathematical statistical
analysis. To facilitate description, the forecasting model designed in this article is de-
noted as CEFB, the model proposed in literature [22] is denoted as ECPU, and the model
proposed in literature [23] is denoted as IEED, and the prediction outcome of these three
methods are compared and analyzed. Since the data samples from 2011 to 2015 are used
as the forecast samples in this paper, the data from 2000 to 2010 are used as the data for
Lasso statistical analysis. The summarized EXCEL table is imported into SPSS software,
and the Lars package in SPSS software is called to perform statistical analysis on the
linear parts of CEFB, ECPU and IEED models Lasso, GM and PCA respectively. The
results of the linear parts of the three models for predicting the consumption expenditure
of Chinese residents from 2011 to 2015 (unit: billion yuan) are indicated in Table 2, and
the relative errors are implied in Figure 3.

Table 2. Predictions of consumption expenditures from the linear part of the
three models

Vintages Actual value Forecast of ECPU-GM Forecast of IEED-PCA Forecast of CEFB-Lasso
2011 103964.15 103115.09 104559.26 103805.69
2012 119138.42 119526.74 119324.68 119192.18
2013 136982.37 136537.16 136729.62 137025.37
2014 150693.79 151363.58 150364.56 150738.94
2015 168237.34 168967.29 168715.27 168295.65

From Table 2, when using the GM method to forecast, except for 2011 and 2015 when
the forecast value of residents’ consumption expenditure is lower than the true value, the
forecast values of 2012 to 2014 are all lower than the actual value; when using the PCA
method to forecast, except for 2011 and 2013 when the forecast value is lower than the
actual value, the forecast values of 2012, 2014 and 2015 are all higher than the actual
value; when using the Lasso method to forecast, except for 2011 when the forecast value
of consumption expenditure is lower than the actual value, the forecast values of 2012 to
2015 are all higher than the actual value. Thus, the Lasso linear mathematical-statistical
prediction method is the best performing of the three methods.

As can be seen from Figure 3, the relative errors in these five years are lower than those
predicted by GM and PCA, which indicates that the prediction effect of Lasso is relatively
better. In conclusion, through the modeling of the linear part of GM, PCA and Lasso and
the forecasting results of urban residents’ consumption expenditure from 2011 to 2015,
the forecasting effect of Lasso method on urban residents’ consumption expenditure is
better, closest to the real value, and the relative error is also the smallest.

Because in the actual prediction, there may be a variety of complex factors will have an
impact on the prediction object, the use of a single mathematical and statistical methods
for its prediction may not be satisfactory results, so the prediction results of the three
combinations of ECPU, IEED and CEFB models were analyzed, and the summary of the
relative error results are shown in Table 3.

As can be seen from Table 3, the relative error of the combined model CEFB based on
Lasso and improved BP neural network is small, with relative errors of 0.0583, 0.0641,
0.0536, 0.0467 and 0.0516 from 2011 to 2015, respectively, and that of the ECPU model,
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Table 3. Relative errors of different combination models

Vintages 2011 2012 2013 2014 2015
ECPU 0.2073 0.3068 0.3489 0.2862 0.3514
IEED 0.1459 0.2172 0.2751 0.2035 0.2159
CEFB 0.0583 0.0641 0.0536 0.0467 0.0516

a combined model based on GM and BP neural network, is larger. This is due to the
fact that there is no dimensionality reduction of the statistical data and the output of the
prediction results using only the traditional BP neural network, which leads to a large
error. The relative error of IEED model, a combination model based on PCA and BP
neural network, is larger than that of CEFB model. Although the variables affecting
the consumption expenditure are downscaled before prediction, the traditional BP neural
network is not optimized, which leads to a higher relative error than that of CEFB,
thus the combined forecasting approach of the CEFB model produces better forecasts of
consumption expenditures than the ECPU and IEED models.
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Figure 3. Comparison of relative errors for linear models with different methods

5.2. Comparison and analysis of prediction accuracy of different models. To
evaluate the prediction accuracy of the models, ECPU, IEED and CEFB models were
adopted to train and predict the consumption expenditure data respectively, and the
experimental outcome was measured by five indexes: correlation coefficient (R), mean
absolute error (MAE), mean absolute percentage error (MAPE), root mean squared error
(RMSE) and root mean square percentage error (RMSPE). The outcome of the three
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model evaluation metrics is given in Table 4 and the results are plotted on a visual bar
comparison chart as shown in Figure 4.

Table 4. Comparison of model prediction performance

Model R MAE MAPE RMSE RMSPE
ECPU 0.8069 0.2489 0.2793 0.3205 0.2615
IEED 0.8713 0.1329 0.1269 0.1824 0.1226
CEFB 0.9539 0.0598 0.0427 0.0746 0.0539

Figure 4. Prediction accuracy comparison

As can be seen from Table 4, various accuracy evaluation indexes of CEFB model
are significantly superior to ECPU model and IEED model. The RMSPE of CEFB is
0.0539, which is lower than that of ECPU and IEED by 0.0687 and 0.2076 respectively.
MAE is 0.0598, which is 0.0731 and 0.1891 lower than ECPU and IEED, respectively.
Compared with ECPU and IEED, MAPE was 0.0427, which decreased by 0.0842 and
0.2366, respectively. RMSE was 0.0746, which decreased by 0.0731 and 0.1891 compared
with ECPU and IEED, respectively. In addition, the MAE and RMSE of the CEFB are
both lower than 0.15 in the prediction results, which indicates that the CEFB is more
suitable for solving the prediction issue of consumption expenditure.

Comparing the correlation coefficient R, it can be seen from Figure 4 that the R value
of the CEFB model is 0.9539, which is improved by 9.48% and 18.21% compared with
the ECPU model and the IEED model, respectively, which indicates that the use of
the Gaussian function to improve the convergence speed of the BP neural network is
effective, and that the CEFB model, which introduces the inertia terms of forward and
reverse transmission, is superior to the comparative models, and has a better fitting effect
on the consumption and expenditure prediction. Therefore, the CEFB model has better
fitting effect and prediction accuracy because it reduces the complexity of the input data
by dimensionality reduction of the influencing factor variables and optimizes the weight
updating algorithm of the BP neural network.
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6. Conclusion. Aiming at the issues of low convergence speed and the existence of local
minima in the error of the existing consumer expenditure prediction methods, a consumer
expenditure prediction method on the ground of SPSS mathematical statistics and neural
network is designed. Firstly, increase the studying rate of gradient descent algorithm
through Gaussian function, control the lstudying rate of gradient descent algorithm when
the error is large, and accelerate the speed of convergence of the BP neural network
model, and secondly, the Lasso mathematical and statistical method is used to carry out
logarithmic downgrading of the variables to reduce the complexity of the input variables,
and then the improved BP neural network is adopted to fit the variables between the
SPSS mathematical statistics and the neural network, so as to improve the accuracy of
prediction. Finally, SPSS software is used to empirically analyze the relevant statistical
data, and the method suggested in this article can effectively enhance the correlation coef-
ficient R of the consumption expenditure prediction method, as well as reduce the MAE,
MAPE, RMSE, and RMPSE, which are better applied to the forecasting of consumer
expenditures.
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