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ABSTRACT. Typically, users need information that is highly relevant to specific verti-
cals, such as e-commerce and education. The data in these verticals are highly structured
and closely related to the scenarios. As a result, traditional general-purpose search en-
gines suffer from response delay and recommendation accuracy degradation under high
concurrency of large data volume. To solve the above problems, this work proposes a
fast recommendation method based on Elasticsearch for vertical search engines in the
field of educational resources. First, Elasticsearch is used as a distributed search frame-
work to build a load balancing and clustering model, so as to reduce the response time
of the program server in the case of large data throughput. Secondly, the Elasticsearch
search engine sorting model is investigated and a TF-IDF integration model incorporating
statistical features of users, resources and query item features is proposed. The search
relevance of the search engine is reshaped for the education vertical, and the personalised
search capability of the search engine is improved. Finally, a hybrid recommendation
algorithm incorporating user information is designed by combining a demographic-based
recommendation algorithm and a collaborative filtering algorithm based on Alternating
Least Squares (ALS). The points are weighted to obtain the user’s recommendation list.
The proposed method is validated on a dataset with a certain data size. The experimen-
tal results show that the TF-IDF integration model can improve the personalised search
capability of the search engine to a certain extent. Compared with the single recommenda-
tion algorithm, the accuracy of recommendation of the proposed hybrid recommendation
method is improved by 3.1% and 10.2% respectively, and the recommendation effect is
better.

Keywords: Elasticsearch; machine learning; recommender systems; vertical search; ma-
trix decomposition; hybrid recommendations

1. Introduction. With the increasing amount of data in the background of traditional
search engines and the changes in the operation policies of major vendors, people gradually
discover various problems in the use of search engines [1, 2]. Most of the traditional
search engines we commonly use are built on the basis of syntactic understanding of
words and inadequate semantic understanding, so sometimes these problems lead to biased
search results [3, 4]. At the same time, traditional search engines also incorporate into
the search results the information searched for with various search content irrelevant
parameters and information such as bidding rankings, real-time hotspots, etc., which not
only reduces the efficiency of the search in terms of accuracy but also greatly reduced.
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Rapid recommendation system can provide personalized recommendation of educational
resources for college students through efficient full-text search and real-time data analysis
functions, thus promoting their personal development and career planning and helping
students locate their interests and career direction more accurately.

Vertical search engines are suitable for retrieving information with a clear search intent.
Through the use of vertical search engine can accurately and quickly get the information
in the relevant field [5]. Vertical search engine is a professional search engine made for
a certain industry or a certain thing or event, which is an extension and segmentation
made on the basis of traditional search engine [6, 7]. Vertical search engine through the
precise screening of the incoming data and the library of data in-depth mining sorting
and integration and then pushed to the user, to achieve the optimisation of search results
and efficiency.

Intelligent recommendation system as a product of the combination of artificial intelli-
gence technology and modern Internet technology. According to statistics, the informa-
tion pushed by intelligent recommendation algorithms has occupied more than 50% of the
market share in all kinds of network platforms [8]. Intelligent recommendation system
can be based on the analysis of various characteristics of resources and users to establish
a certain relationship between the two and provide users with the corresponding items or
information recommendations [9], to help users quickly find the information they want to
obtain, while increasing the user’s stickiness to the system. Intelligent recommendation
can make full use of explicit and implicit data to analyse the user’s thoughts, and can
also summarise and summarise the user’s characteristics to present the user’s information
in digital form [10, 11]. The main research content of this work is the accurate search of
relevant information in the education vertical, and the intelligent recommendation mod-
ule is integrated into the search system, trying to display the search results of the search
engine more accurately in front of the user.

1.1. Related Work. In response to the search engine problem, Google introduced the
concept of personalised search in 2004. Google uses the PageRank algorithm to generate
ranking results, which initially measures the importance of links, and then combines user
data and the search phrases themselves to refine the search results. 2013, Shay Banon
created Elasticsearch, a distributed and scalable search engine [12, 13]. Compared to
general-purpose search engines such as Google, Elasticsearch can design algorithms based
on application scenarios and accepts strictly structured data, making personalised search
for vertical domains more flexible.

Vavliakis et al. [14] proposed a personalised search method for e-commerce applications,
which takes into account the user’s interests, recent browsing behaviour, and the current
sales trend of resources to get the best search results. Chen [15] proposed a method to
optimise search engine results based on user interaction by generating different search
results based on the search topic. Jeong and Kim [16] proposed a personalised search
research method based on Elasticsearch, which analyses the user’s historical search history
and utilisation so that the search engine can interact with the user more intelligently and
friendly, and the search results can be generated in a way that the user can interact
with the search engine more intelligently and friendly. Intelligent and friendly interaction
between the search engine and the user, and the search results are more in line with
the actual needs of the user. Kim et al. [17] investigated the personalised search engine
keyword extraction methods such as TF-IDF, TextRank and the improved TF-IDF to
obtain better search results.

For the intelligent recommendation problem, the recommendation algorithms of most
educational resource search engines are still based on collaborative filtering as the core,
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which calculates the user’s preferences by analysing the user’s behavioural data to make
recommendations. In practice, most of the educational resource recommendation systems
suffer from data sparsity and cold-start problem due to the simplicity of the website’s
recommendation method and the difficulty of obtaining sufficient user and resource data
in a short time. In order to solve the data sparsity problem, Zhou et al. [18] proposed
a recommendation system based on the Singular Value Decomposition (SVD) method,
which can improve the accuracy of the recommendation results to a certain extent by
decomposing and downgrading the data using SVD. Although any matrix can be sub-
jected to SVD dimensionality reduction, the disadvantage is that the complexity of the
computation is relatively high and requires a large amount of memory. Considering these
problems, Zachariah et al. [19] proposed a matrix decomposition algorithm based on
ALS (Alternating Least Squares), which usually decomposes the scoring matrix into two
matrices and then fixes the parameters of one matrix to solve for the parameters of the
other matrix. By alternatively solving with fixed parameters, the two preference matrices
are multiplied as close as possible to the original scoring matrix, so as to make reasonable
predictions for the scored data.

In order to solve the data cold start problem, Zhao et al. [20] used a demographic
approach to calculate the user similarity using the user’s basic attribute information and
combined it with a trust mechanism to make recommendations for new users to alleviate
the cold start problem. Poongodi et al. [21] proposed a recommendation model based
on user trust, and the similarity of user rating and user trust were integrated in the
calculation process. For new users who have no behavior records, we recommend them
through the trust of users, which effectively alleviates the cold start problem of users.

1.2. Motivation and contribution. Considering the complexity and variability of the
actual application scenarios, a single algorithm is not well adapted to this changing envi-
ronment, and has its own shortcomings and deficiencies in the process of use. Therefore,
in order to make up for the shortcomings, we can try to combine the advantages of differ-
ent recommendation methods. In addition, there are some shortcomings in Elasticsearch’s
raw search functionality when facing the education vertical [22, 23]. For example, when a
user performs a search on a search engine, it is particularly important to identify his/her
real search intent, rather than providing the user with a thousand and one search results,
which puts a demand on the search engine’s ability to personalise the search.

Therefore, for vertical search engines in the field of educational resources, this work
proposes a fast recommendation method based on Elasticsearch. The main innovations
and contributions of this work include:

(1) The Elasticsearch search engine was improved using a distributed cluster routing al-
gorithm to address the problem of reduced programme server performance in the presence
of large data throughput.

(2) Aiming at the problem that Elasticsearch’s original scoring algorithm only consid-
ers word frequency and ignores the user’s search intent, this paper proposes a TF-IDF
integration model that integrates the statistical features of users and resources and the
features of query items. The user’s search behaviour not only relies on the scoring results
of document relevance, but also includes the statistical features of users and resources, so
it can provide users with more personalized search results.

(3) Aiming at the data sparsity and cold-start problem that exists in most of the
recommendation systems for educational resources, this paper proposes a hybrid recom-
mendation algorithm incorporating user information by combining a demographic-based
recommendation algorithm and a collaborative filtering algorithm based on ALS (alter-
nating least squares).
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2. Elasticsearch search engine based on distributed cluster routing. The tra-
ditional way of building search engine services can slowly become sluggish due to the
continuous expansion of data and business, and even in some cases there are scenarios
where search fails. The nature of these problems is due to the centralisation of the over-
all business. The traditional way of centralisation has the advantages of ensuring high
integrity of business processes, centralised functionality and ease of management, but at
the same time, it will also suffer from various delays and failures brought about by the
explosion of data. How to improve the above defects on the basis of the existing vertical
search engine has become a key problem that must be solved in the process of building
a vertical search engine. In this work, we address the above problems from two different
directions: the back-end interface and the data search engine.

2.1. The back-end interface. In order to withstand the high throughput and concur-
rency problems at the interface side, it is necessary to first decompose all the business and
functional parts in order to reduce the complexity of the whole programme’s functionality.
The whole structure of the vertical search engine based on intelligent recommendation is
carefully divided according to the business.

Secondly for high concurrency in the overall programme, there are two different ap-
proaches to address the problem. (1) Continuously improve the performance bottleneck
of the server to reduce the server-side stress caused by data concurrency. (2) Reduce
the pressure on individual servers by load balancing across multiple servers. In the first
case, if the increase in concurrency is small, it is possible to increase the bottleneck by
increasing the configuration of individual servers in order to reduce the pressure on the
servers. The user request forwarding load balancing model is shown in Figure 1.
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Figure 1. User request forwarding load balancing model

2.2. Data search engine. After dealing with the problem of back-end interface pres-
sure, it is still necessary to improve all aspects of the search engine body to ensure that
the overall search efficiency and risk resistance. Generally speaking, a single server to set
up ElasticSearch and as a search engine body framework in the relatively small business
functions of the search volume is not large, the performance of the search engine is accept-
able. However, as mentioned in the previous section of the various scenarios, as business
continues to expand and concurrency increases, ElasticSearch will also appear their own
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bottlenecks, so the need to build a search engine cluster on the basis of the existing single
ElasticSearch server.

Through the construction of ElasticSearch cluster we can randomly store the data in
different sub-servers, and all the data are reserved for backup information to prevent
accidents. In addition, the existence of cluster makes the search engine have the function
of multi-server data load balancing, and the appearance of realizing load balancing in
the back-end interface program becomes the second protection mechanism to prevent the
impact of high concurrency and high throughput on the program, as shown in Figure 2.
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Figure 2. Principles of search engine clustering

Although the use of ElasticSearch clusters can greatly improve the robustness and
performance of the overall search engine, due to the fact that the data exists in several
different servers, a full search of each slice of each server is required to extract the data
when performing a search. There is no direct improvement in search efficiency when
compared to a single ElasticSearch server performing the search operation. Therefore, we
need to improve the search method on the basis of clustering to improve the efficiency of
search.

In this paper, a new routing algorithm is designed in the ElasticSearch data extraction
and storage section and this is used as a new routing retrieval algorithm. The time and
consumption of searching among multiple servers can be reduced by this routing algorithm
as shown below:

num = hash(doctype)%oprimary_hards (1)

Where hash denotes the hash algorithm, doctype denotes the type of data text,
primary_shards denotes the number of primary index slices, and % denotes the modulo
operation.

By doing hash on doctype and modulo primary_shards, we get num (the location where
the data will be stored and retrieved). For example, for the three ElasticSearch cluster
servers, ”software class” as the file type and hash operation yields a value of 629696930,
and the modulo operation on the three servers yields a value of 2. This indicates that this
type of data will be deposited into the ElasticSearch cluster servers with a node number of
2 according to the new routing algorithm. ElasticSearch cluster server’s slice. Similarly,
this routing algorithm can be used to accelerate the overall data reading efficiency by
directly targeting the main node slice where the data is stored.

In order to prevent the data from being stored only on a particular server at the time
of data storage, the Quorum algorithm is required to control the condition of the master
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node of the ElasticSearch server at the time of the risk to ensure that a cluster split
occurs.

Quorum = int((numberofservice) /2) + 1 (2)

where numberofservice indicates the number of servers on the master node.

In ElasticSearch clusters when the number of servers that can be connected is less than
the number calculated by Quorum, each server can only set this server as the master
node, thus preventing the cluster from splitting.

3. Improvement of the relevance scoring model.

3.1. Vector space model. The search engine calculates the similarity between the query
statement and the search results so that the documents that match the user’s search
criteria are outputted in descending order of relevance. This work focuses on an in-depth
study of the Elasticsearch scoring model. For educational search engines, in order to
explore the user’s real search intent, a weighted hybrid personalised relevance scoring
model based on TF-IDF [25] is used on the basis of Lucene’s practical scoring function to
complete the personalised reordering of the search results and display the optimal list of
search results to the user.

Based on the TF-IDF algorithm and the vector space model, the computation of rele-
vance is comprehensively controlled by means of field length normalisation and boosting
query weights. The vector space model is a spatial algebraic model that represents a
document as a vector composed of feature terms, as shown in Figure 3. In a typical two-
dimensional vector space, each vector is represented by the weights of two different words.
When ¢ feature terms exist, the two-dimensional space can be extended to ¢ dimensions.
In this case, the document and query words are represented by one-dimensional vectors
as dj = (W14, Wad,-..,Wnq), and the query ¢ = (w14, Way,- .., Wyq), Where wy 4 is the
document and w, , the weights of the feature terms in the query.

Ty
bod=(WT%)  Gomm)

d, = (Tl”,TZ")

L T,

Figure 3. Two-dimensional vector spaces

Based on the document similarity theory, the relevance ranking of documents in keyword
search is calculated by comparing the deviation of the angle between each document vector
and the original query vector. The cosine similarity is used to measure the similarity of
two vectors, which is 1 if the angle between the two vectors is 0°.
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where V(dy) - V(q) is the dot product of two vectors with weights, ||| denotes the Eu-
clidean paradigm, and w; 4 denotes the weights of the words appearing in the document d.
Based on the vector space model, the relevance of the matching results can be calculated,
and the result list can be sorted.

sim(dy, q) = (3)

3.2. Practical scoring functions. Typically, scoring in Elasticsearch is a process of de-
termining the relevance of retrieved documents based on the user query, word frequency,
and some other important parameters. The scoring mechanism in Elasticsearch is inher-
ited from Lucene. For example, the query "relevance and scoring” returns only those
documents that match both "relevance” and ”scoring”. For example, the "relevance and
score” query returns only those documents that match both "relevance” and ”score”.
Elasticsearch then applies Lucene’s useful scoring functions to score the documents and
sort them according to their relevance.
Enter f(z) into the conversion function G().

score(q,d) = queryNorm(q) - coord(q,d) - norm(t, d) (4)
where d denotes a document, ¢ denotes a query statement, and ¢ denotes a term in the
query statement.
queryNorm(q) is a query normalisation factor that enables the comparison of the results
of two different queries by normalising the query. The default implementation is shown
below:

1

VsumO fSquaredW eights (5)

where sumO fSquaredW eights is the sum of squares of IDF values for each word in
the query.

coord(q,d) evaluates the number of times the query term occurs in a document, pro-
viding a higher score for documents that contain more query terms. In a general sense,
the more query words appear in a document, the more chances it has to be a good match.
However, in some scenarios where synonyms occur, the contribution of this factor will be
ignored.

norm(t,d) denotes the field length normalised value. Typically, the shorter the field,
the higher its weight. If a word appears in a field like title, it is going to provide a higher
relevance contribution than if it appears in a field like content.

queryNorm =

1
vVnumTerms

where numT'erms represents the total number of words in the field.

(6)

norm(t,d) =

3.3. Weighted hybrid scoring model based on TF-IDF. The original scoring algo-
rithm of Elasticsearch search engine only considers the word frequency and ignores the
user’s search intent. In this paper, we adopt an integrated TF-IDF algorithm model that
integrates the statistical features of users and resources and the features of query items,
so that the user’s search behaviour does not only rely on the scoring results of document
relevance, but also includes the statistical features of users and resources.

The features of the query items are mainly derived from the user’s search logs, and the
semantic relevance between the query and the resource can be obtained by measuring the



150 M. Xu

Elasticsearch group

Resource popularity

model
Query

4 e ‘
—_—
(R

Results h Results

Web
service

User interest model

Query-resource similarity
model

User

Figure 4. Integrated model architecture

co-occurrence of the query term and the resource. According to the method described
in this section, the corresponding semantic relevance between each ”query-resource” pair
is measured using the TF-IDF algorithm, which models resources and query terms in
vector space. In this way, each query term and resource can be described as a vector
and matched in the same shared semantic space. In this paper, an integrated algorithmic
model is used to remodel the relevance of user query behaviour, as shown in Figure 4.

(1) Resource popularity model. Tt is more reasonable to improve the relevance score
based on the popularity, so by extracting the statistical features of browsing, clicking,
and downloading of educational resources, we get a method to calculate the popularity of
resources.

VIEWS; clicks; transactions;

(7)

where views;, clicks;, transactions; represent the number of views, clicks, and down-
loads of resource i, respectively; |views|, |clicks|, [transactions| denote the total number
of views, clicks, and downloads of all resources in the repository, respectively. The contri-
bution of each behaviour to the popularity of a resource is controlled by the w,, w., and
wy parameters.

(2) User interest modelling. Another factor that needs to be taken into account is
the user-resource relationship, i.e., the implicit feedback from each user to each resource.
The design of this component can tap into the deeper search intent of the user, adding
personalised features to the user’s search. However, the user’s interest will not be static,
so the model adds consideration of the time factor. In general, recent interactions with
resources are more important than past interactions, and recent user behaviours are more
indicative of the user’s current interests. Based on this idea, the design of the user interest
model is shown below:

larity; =
popularity; = w views] wc\clicks\ wt|tmns&cti0ns]

> (vz’ewsd,uyi * (1 + 1—;1)) > (clz'cksdml (1 + 1= z)) > (tmnsactionsd,u,ﬁ

relevance, ; = w, +w, +wy

|views,| |clicks,|

(8)

where viewsg i, clicksg,,;, and transactions,,, ; represent the number of views, clicks,

and downloads of resource i by user u on the d-th day respectively; |views,|, |clicks,|,

and |transactions,| represent the total number of views, clicks and downloads of resource

1 by user u; x represents the time interval between the current search behaviour of the

user and the d-th day, through which weights can be dynamically assigned to the user’s
behaviour in history.

|[transacti
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(3) Query-resource similarity model. This part is an algorithm based on TF-IDF to
calculate similarity, which takes into account the textual similarity of query keywords
and resources. The final relevance score depends on the weighted sum of the resource
popularity model, user interest model, and query-resource similarity model.

recommendationScoreg,; = wy-popularity; +w, -relevance, ;+wq-queryScore(q,d) (9)

where w,,, w,, and w, are the weights of the product popularity model, user interest
model, and query relevance model, respectively.

4. Design of hybrid recommendation algorithms.

4.1. Matrix decomposition with alternating least squares. For the user cold-
start problem existing in the recommender system, a demographic-based recommendation
method is used in the offline recommendation module, and the similarity between users
is calculated using the attribute vector constructed from their attribute information. For
the sparse problem of rating data, for the sparse data problem in the user rating matrix,
matrix decomposition and least squares are used to calculate the values of the decomposed
matrix, and then the missing values in the user rating matrix are predicted.

The main purpose of using ALS-based collaborative filtering recommendation algorithm
in the offline recommendation module is to predict the missing values in the scoring matrix
to alleviate the sparsity of the scoring data, which can be roughly divided into two steps:
matrix decomposition and alternating least squares. After these two steps, the values of
the decomposed matrix are finally calculated, and then they can be multiplied to reduce
the original scoring matrix [27] to predict the values that are not in the scoring matrix.

For educational resource recommendation, assuming that there are m users and n
educational resources in the educational resource recommendation system, a user rating
matrix R,,x, can be constructed based on user ratings as shown in Table 1.

Table 1. Example of a User Rating Matrix

i i Vs .oV
w1 2 ... 5
Us 4 4
2 4 ...

U, 3 2 ... 3

The user rating matrix R,,x, is firstly matrix-decomposed to obtain two matrices U,,
and V.., which are then transposed by V/. ,, to obtain V.. In order for the decomposed
matrix to be as similar as possible to the original matrix after reduction so that it satisfies
Equation (10), the values of the decomposed matrix need to be calculated by a specific
method. And the determination of these values depends on the assessment of the loss
between the predicted score and the true score.

Rmxn ~ kaVn’I;k: (1())

The calculation is then performed by ALS and optimisation iterations are performed
using the value of the loss function. The loss function is usually defined in the manner
shown below:
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Loss(U, V) = Z (a0 — PHT%)Q (11)
uem,ven

Equation (11) becomes equation (12) when the regularisation term is added.

Loss(U, V) = Z (ruw — Pfqv)2 + A (|Pu? + |a0]?) (12)
uem,ven

When the value of the loss function is smaller represents the decomposition of the
matrix is better, multiplication after the reduction is closer to the original matrix, can be
approximate instead of the original matrix to analyse the problem. The core principle of
ALS-based collaborative filtering recommendation algorithm is to randomly generate the
user feature matrix U, fix the value of U. The first order partial derivative of the loss
function Loss(U, V') with respect to V' is obtained, and the partial derivative is equal to
0. The value of the educational resources feature matrix V' is calculated from the derived
Equation (13). Then, using the obtained matrix V', the loss function Loss(U, V') is applied
to U to find the first-order partial derivative equal to 0. The matrix U is obtained by
Equation (14), and these two steps are performed alternately until the maximum number

of iterations is exceeded or the algorithm converges and stops.

va = (UksmUly + AE) " UL a (13)

uy = (Visn Vi + AE) ™~ VL, b (14)

4.2. User similarity calculation based on user information. Demographics-based
recommendation algorithm is a recommendation method based on basic user information.
Assuming that there are m users, users take k basic attributes for calculation, we can
construct the user class attribute feature matrix. The Fi, Fy, ..., F, represent the user’s
basic information. For user u;, it can be expressed in the form of feature vector according
to the user’s basic attribute information w; = (t;1,t;, - . ., tix) where t;; denotes the value
of the corresponding attribute information of the user.

Generally, through the way of feature processing will be converted to digital values to
facilitate the calculation, k represents the number of user features used in the calculation.
After processing the feature values, the distance between them can be calculated by
the user’s feature vector to obtain the user’s similarity, in this paper, we use the cosine
similarity to calculate the user’s neighbour [28], for any user u;,u;, their similarity is
calculated as follows:

sim(u;, uj) = o= (15)

i 2 u 2
Z tis Z tjs
s=1 s=1

For the recommendation of educational resources, ratings reflect the degree of user
preference for the resources. Multiple neighbouring users use the average ratings of edu-
cational resources to rank the educational resources and then recommend them to users.
For a particular educational resource, its average rating Ry is calculated by combining the
similarity between users:

> sim(uy, u;)7is

€U
R, = 1
; N, (16)
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where u, denotes the recommending user, r;; denotes the rating of the educational
resource s by the user u;, and Ny denotes the number of times the educational resource s
has been rated by the neighbouring users.

4.3. Hybrid recommendation incorporating user information. The principle of
the proposed hybrid recommendation algorithm is to first find similar users using user
information and then use the rating data of similar users predicted by the ALS model to
make recommendations.

For each user, the similarity between the user and the recommended user is found based
on the user similarity matrix, and then each rating value in the user is multiplied by that
similarity to get a new rating value, and in this way all the ratings for each user in the
matrix are recalculated.

Tuww = Tip * StM(U, ) (17)

where @ denotes the recommended user, and sim(u,u) denotes the similarity between
the current user and the recommended user.

For a new matrix of user education resource ratings, group the education resources
according to their id. For each educational resource, all its ratings are summed and then
averaged. Finally, the average rating of each educational resource is calculated using
Equation (16) and the final user recommendation list is generated based on the order of
the average ratings.

5. Experimental results and analyses.

5.1. Experimental dataset and environment. The dataset used in this work is the
Edx online course data [29]. The Edx online course dataset is a dataset that contains
information about the courses of the Edx online learning platform. The dataset includes
information such as the name, description, duration, difficulty level, number of learners,
and average rating of the course. This data can be used to analyse aspects such as the
popularity of Edx courses, student participation, and course evaluations.

Due to the distributed construction, the system as a whole will be deployed in different
servers after different technical architectures and different requirements are divided, and
the detailed configuration of each server is shown in Table 2 below. Since the information
storage module is built and implemented by the ElasticSearch cluster, each server needs
to set up the relevant ElasticSearch framework.

Table 2. Hardware environment

Operating system Linux Centos 7.564-bit Linux Centos 7.5 64 bit Linux Centos 7.5 64 bit

CPU core 2 2 2
Bandwidths 2Mbit /s 2Mbit /s 2Mbit /s
Running memory 4GB 4GB 4GB
Data disc 200G 200G 200G
Intranet IP address 172.17.0.13 172.17.0.28 172.17.0.33

The main body of the vertical search engine is mainly implemented by ElasticSearch
cluster, Django back-end API interface program, Scrapy web crawler framework, Nuxt.js
front-end framework, Nginx reverse proxy server and other software and frameworks. The
software environment of the specific vertical search engine is shown in Table 3 below.
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Table 3. Software environment

Jdk ElasticSearch Neinx Django Nuxtjs Serapy
15.0.1 7.10.1 1.6.2 3.2 2.14.6 1.6.0

Table 4. Comparison of response time of different search engines

Search term Elasticsearch/s Distributed cluster routing based Elasticsearch/ms
English 1.21 400
Data analysis 1.29 286
Computer application 1.73 283
Software development 1.57 244
Communications principle 1.84 318
Mechanical drawing 1.69 289

Mechanical person 1.15 273

5.2. Distributed Performance Test. Firstly, we selected 100 different search hot terms
as the comparison object for this experiment and compared the traditional Elasticsearch
with the Elasticsearch based on distributed cluster routing, as shown in Table 4.

It can be found that the traditional Elasticsearch search engine consumes more time
and resources when dealing with individual functions, due to the extremely high coupling
of the programmes which increases the total time consumed. On the contrary, the Elastic-
search search engine based on distributed cluster routing successfully decouples the whole
business and greatly reduces the probability of encountering risky events.

Second, it was verified that parallel connection of multiple servers can solve the latency
problem caused by high concurrent throughput. We used the stress testing tool Postman
to simulate multiple concurrent accesses to data respectively. The access response effi-
ciency of the system before and after load balancing was tested. The test simulated 2000
people accessing the program concurrently and the response pairs are shown in Table 5.

Table 5. Comparison of response time of different search engines

Average response time/ms Number of successful requests
Elasticsearch 1320 2000
Distributed cluster routing based Elasticsearch 391 2000

The above test data reveals that the Elasticsearch engine based on distributed cluster
routing can effectively reduce the corresponding speed of the procedure, and the speed of
the engine’s search is greatly improved when the new routing algorithm is used in a cluster
of multiple servers. A load-balanced pair with 2000 concurrency is shown in Figure 5.

5.3. Recommendation performance test. The weight parameters w,, w., and w; in
the weighted hybrid scoring model are 0.127, 0.196, and 0.667, respectively. The results of
the multiple tests show that the adopted integrated algorithmic model achieves a relatively
superior search quality improvement under the weight assignments of w, = 1, w, = 1.2,
and w, = 11.

This paper evaluates the proposed hybrid recommendation algorithms that incorporate
user information based on the metrics of accuracy, recall, and F1. The comparison rec-
ommendation algorithms include Demography-based single recommendation algorithm,
ALS-based collaborative filtering recommendation algorithm, UserCF, [temCF, and LFM
[?7]. The experiment firstly divides the user rating dataset evenly and randomly into five
parts, conducts multiple experiments, and each time only selects one of them as the test
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Figure 5. Load Balancing Comparison for 2000 Concurrencies

set, and takes the average of the results measured in multiple experiments for comparison,
and the results are shown in Table 6.

Table 6. Comparison of Recommendation Effect under Different Algorithms

Recommended methods Accuracy Recall rate F1

UserCF 0.2113 0.1043 0.1397
[temCF 0.2087 0.0986 0.1339
LFM 0.2536 0.1142 0.1619
Demography 0.1528 0.0785 0.1037
ALS 0.2246 0.1089 0.1467
Hybrid 0.2653 0.1276 0.1680

It can be seen that the Hybrid approach has the highest recall, accuracy and F1 values
of 0.2653, 0.1276 and 0.1680, respectively. This is followed by the LFM approach, which
has recall, accuracy and F1 values of 0.2536, 0.1142 and 0.1619. The Demography-based
approach performs poorly in all metrics. The new Hybrid recommendation approach
incorporates user attributes for computation, which allows for further filtering of the rec-
ommendation results. The accuracy of the Hybrid recommendation approach is improved
by 3.1% and 10.2% compared to the single recommendation algorithm, respectively.

6. Conclusion. This work proposes a fast recommendation method based on Elastic-
search. Firstly, the problem of high throughput and concurrency is addressed from two
different directions: the back-end program interface and the data search engine. A new
routing algorithm is designed in the ElasticSearch data extraction and storage part and
this is used as a new routing retrieval algorithm. A TF-IDF integration model incorporat-
ing statistical features of users, resources and query item features is proposed. A hybrid
recommendation algorithm incorporating user information is proposed by combining a
demographic-based recommendation algorithm and an ALS-based collaborative filtering
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algorithm. Experimental results on the Edx online course dataset validate the effectiveness
of the proposed method. Although vertical search engines alleviate the problems caused
by the impact of big data, how to better improve the performance of search engines under
constraints will always be an important improvement direction in the future.
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