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Abstract. The characteristics of various communication services in distribution net-
work include large amount of data, wide coverage and high signal stability requirements.
In addition, the performance requirements of communication equipment are strict, and it
is necessary to ensure the reliability, real-time and security of data transmission. Aiming
at the features of many kinds of communication services and strict performance require-
ments of distribution network, a digital network communication system for distribution
network on the ground of enhanced Ethernet Passive Optical Networks (EPONs) is stud-
ied. Firstly, the dynamic bandwidth allocation algorithm of EPONs is optimized, relied
on the characteristics of network traffic autocorrelation, the periodic network traffic is
predicted, the threshold value is dynamically set and sent in advance, the services are clas-
sified according to the order of priority and the bandwidth allocation is calculated. Then,
on this basis, the enhanced EPONs technology is adopted to build a digital network com-
munication system for distribution networks, which includes data communication wiring,
communication network organization, topology design based on the improved EPONs and
bandwidth allocation. Finally, a simulation model of the distribution network system is
built up, and the improved scheme and the comparison scheme are implemented in the
OPNET simulation environment, and the outcome indicates that the suggested method
has better performance in terms of network delay and bandwidth utilization, which greatly
enhances the effectiveness and reliability of the digital distribution network.
Keywords: Distribution network; Ethernet Passive Optical Networks; bandwidth allo-
cation; network topology; data communication
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1. Introduction. Distribution network is the network that distributes electricity in the
electric power network and directly faces the customers. It has a wide range of distribution
and mounted equipment, including overhead lines, buried lines, box-type and pole-type
transformers, circuit breakers, and various knife gates, etc. [1]. With the deepening
of the smart grid construction, power operators have increased their investment in the
distribution network and its digital system. Power distribution digital system has not
been a large-scale rollout, an important technical difficulty is that the distribution digital
system in a variety of network communication problems have not been resolved [2]. As
the communication access network technology growing, especially the development and
maturity of Ethernet Passive Optical Networks (EPONs) technology, the power system
has also begun to introduce it as a communication technology for the digitalization and
intelligentization of the distribution network.

EPON is a passive optical network based on Ethernet technology. EPON uses optical
fiber as the medium, uses passive distributed devices to distribute and concentrate optical
signals, and uses Ethernet protocol for data transmission. As a communication platform,
EPONs can be used to carry distribution network automation, power consumption infor-
mation collection, and other signal uploading and downstream control [3, 4].

1.1. Related Work. Since its inception, power distribution network has been highly
valued by the world’s major power enterprises and power workers. Especially the western
developed countries represented by Europe and the United States have taken the lead in
carrying out the research and application of distribution network construction technology
[5]. Siemens of Germany applied Ethernet networking technology for the first time in
the construction of intelligent distribution network (digital distribution network) process
layer network, and conducted large-scale experimental tests with remarkable results [6].
Gonzalez et al. [7] studied the Ethernet-based serial connection interface technology and
network segmentation technology, and confirmed through experiments that this technol-
ogy can meet the requirements of serial interface on the real-time network communication.
Kunz et al. [8] proposed the use of priority labeling to ensure the security and real-time
transmission of network message point-to-point transmission, and confirmed the validity
of the method through simulation. Kumpulainen et al. [9] solved the problem of abnor-
mal operation of intelligent electronic devices under IEC61850 standard, and provided a
direction for the intelligent and diversified development of power distribution communi-
cation network. Bottura and Borghetti [10] used OPNET network simulation software
to conduct a comprehensive simulation analysis of real-time transmission in power distri-
bution network, and put forward the relevant solutions. Zhang et al. [11] implemented
a virtual LAN VLAN-based distribution network segmentation scheme, but the network
latency is high. Fordyce et al. [12] implemented a priority tag-based distribution network
configuration scheme, but the bandwidth utilization is low.

Recently, the emerging EPONs communication technology has gradually matured. Due
to its flexible network organization, high service quality assurance, better upgrade and ex-
pansion, and the ability to realize distributed Ethernet functions, it has been increasingly
valued by power system staff [13, 14, 15, 16]. Liem et al. [17] proposed a static bandwidth
allocation algorithm for the shortage of EPON bandwidth resources to meet the network
operators’ low-cost and high-reliability quality of service requirements. Nguyen et al [18]
proposed the design of three core network modes: optical circuit switching, optical burst
switching, and optical packet switching based on EPONs. Xiao et al. [19] proposed a
smart distribution network communication system with interleaved polling with adaptive
cycle time EPONs, which adopts a first-come-first-served strategy for bandwidth alloca-
tion and authorization, but the system cannot adapt to the multi-service requirements of
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the communication network. Choi et al. [20, 21] proposed a smart distribution network
communication system with periodic polling allocation for multi-service. The algorithm
has a fixed polling period, but there is a waste of idle time slots and insufficient bandwidth
allocation for medium-priority services. With the continuous development of technology,
high bandwidth and low latency will become the main direction of EPONs development
in the coming years [22, 23, 24].

1.2. Motivation and contribution. On the basis of analyzing the advantages and dis-
advantages of the above schemes, the traditional centralized authorization method and
bandwidth allocation strategy of EPONs are improved, and a digital network communica-
tion system based on improved EPONs is proposed in combination with the characteristics
of power distribution communication network with many services. First of all, the im-
portant services are protected according to the priority level, and at the same time, the
overall bandwidth allocation efficiency of EPONs is improved from the perspective of im-
proving the utilization rate of time slots, so as to achieve the purpose of optimization of
EPONs, and then, on the basis of the above work, the detailed design and introduction of
the networking scheme of the distribution communication system is carried out from the
perspective of the construction of the communication system, focusing on the adoption of
the communication technology of EPONs. Simulation outcome indicates that the method
can allocate different bandwidth resources to services with different priorities, reduce the
idle time slots of uplink channel, and significantly improve performance indexes such as
network delay and bandwidth utilization rate.

2. Theoretical analysis.

2.1. The Communication Principles of EPONs. Ethernet passive optical networks
(EPONs) are the key technology to solve the access network communication [25]. With the
advantages of high bandwidth and low cost, the application of the industry is becoming
more and more extensive. EPONs consists of three parts, including the local equipment
Optical Line Terminal (OLT), the user-side equipment Optical Network Unit (ONU), and
Optical Distribution Network (ODN). The general system structure is shown in Figure 1.
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PON port
1ONU

2ONU
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PON port
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Figure 1. The general system structure of EPONs

When data is transmitted in the EPONs system, it can only be communicated be-
tween the OLT and the ONU. The uplink direction adopts Time Division Multiple Access
(TDMA) technology, and OLT controls the transmission of information from ONU to
OLT by allocating time slots. In order to avoid conflicts, ONUs can only communicate
on the time slots allocated by OLT, which make up for the differences in the distance
between ONUs. The downstream direction adopts the broadcasting method, when the
ONU registers, the OLT assigns a unique LLID to the ONU, when the ONU receives data,
it first compares the LLID, and only accepts the packets that match with the LLID.
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2.2. Bandwidth allocation algorithm for EPONs. The bandwidth allocation algo-
rithm for EPONs mainly adopts the classical algorithm based on interleaved polling [26].
The OLT polls each ONU using time slice polling. In order to avoid that some ONUs
with large data volumes monopolize the entire bandwidth for a long time, the OLT sets
a maximum transmission window for the transmission time slots applied by each ONU
during the bandwidth allocation.

Vmax is defined as the maximum transmission window of ONUi. The size of the Vmax

value directly determines the value Tmax of the polling period during heavy load as shown
in Equation (1). The protection time between each ONU is denoted by A and the uplink
rate is denoted by WU in the equation.

Tmax =
∑(

A+
V

[i]
max

WU

)
(1)

When Tmax is too large, the data transmission time of individual ONUs is longer, which
increases the service delay, including high-priority real-time services; when Tmax is too
small, the data transmission time of individual ONUs is very small, and the authorization
information will be sent frequently, which leads to excessive waste of bandwidth.

In addition, Vmax determines the minimum guaranteed bandwidth Vmin of ONUi, i.e.,
the maximum number of bytes that ONUi can be authorized to send in the maximum
time (Tmax), as indicated in Equation (2).

V
[i]
min =

V
[i]
max

Tmax

(2)

The polling period of this mechanism is continuously adjusted to suit the prevailing
network load, and bandwidth is automatically allocated according to the load of each
ONU.

3. Improvement of bandwidth allocation algorithm for EPONs. The perfor-
mance of the dynamic bandwidth allocation algorithm directly affects the application
quality of EPONs. In this paper, we propose an improved dynamic bandwidth allocation
algorithm for EPONs, which firstly divides the different services into sequential order in
accordance with the currently specified priorities, and then lets the OLT, when allocating
the bandwidth to the services of different priorities, firstly make corresponding predictions
on the amount of the services that have a long queuing time in the waiting queue, and
then adjust the prediction value constantly to be close to the real value, and then finally
make bandwidth allocation according to the priorities, so that the existing bandwidth
resources can be maximally utilized.

3.1. Prediction of business volume. For the purpose of precision forecasting the
amount of new services arriving at the ONU in the waiting queue, the prediction er-
ror value of ONUi is analyzed to continuously adjust the prediction value so that the
prediction value is closer to the real value and the accuracy is improved. The bandwidth
predicted by ONUi in the set fixed period is as follows.

HP
i,D(n+ 1) =

K−1∑
l=0

β(n)HV (n− l) (3)

where HV (n) is the real bandwidth arriving at the ONU, HP
i,D(n) is the predicted value

of new arrivals in the waiting queue for each class of service, K is a predicted bandwidth
parameter adjusted for the prediction error, β(n) is a weighting factor, and D denotes
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the amount of each class of service (A, B, and C), with the A service being the highest
priority, the B service being the medium priority, and the C service being the next highest
priority.

β(n+ 1) = β(n) + ρ(n)
e(n)

HP
i,D(n)

(4)

e(n) is the prediction error and ρ(n) is the step size and they are given as follows.

e(n) = HV (n)−HP (n) (5)

ρ(n) =
L∑K−1

l=0 [HP
i,c(n− l)]2

(6)

In summary, the relationship between the total bandwidth value requested by the ONU
from the OLT and the predicted bandwidth is as follows.

HS(n+ 1) = Hq(n) +HP
i,D(n+ 1) (7)

3.2. Enhanced EPONs dynamic bandwidth allocation methods. This article first
forecasts the network performance based on the probability of whether the bandwidth is
allocated successfully or not, i.e., we calculate the prediction error. Successful prediction
is indicated when ei,D = Hr

i,D − HP
i,D ≤ 0, where Hr

i,D(n) denotes the number of queues
of the n-th cycle ONUi that actually arrive at the corresponding time. Therefore, the
bandwidth prediction success rate is defined as PR

i,D = {ei,D ≤ 0}. Assuming that the

mean square of the prediction error is ni,D and the variance is δ2i,D, the prediction error

follows ei,D ∼ N(ni,D, δ
2
i,D). The probability of bandwidth forecasting is given by:

PR
i,D =

1√
2πδi,D

∫ ∞

0

e−(x−ni,D)2/2δ2i,Ddx = 1−G

(
ni,D

δi,D

)
= G

(
ni,D

δi,D

)
(8)

The probability of prediction failure is then given by:

P f
i,D = 1− PR

i,D (9)

From the prediction error, we infer the status of the overall service volume. If ei,D < 0,
the ONU occupies the allocated bandwidth in n−1 rounds of time slots without requiring
adjustment. If ei,D = 0, the predicted traffic equals real traffic, meaning no adjustment
is necessary. When ei,D > 0, the bandwidth prediction fails, and HP

i,D must be adjusted
using the EPONs algorithm with the adjustment value Φi,D(n):

Φi,D(n) =
HP

i,D(n)

HP
i,D(n− 1)

P f
i,D (10)

The OLT receives the REPORT message from ONUi and performs bandwidth alloca-
tion calculations for different priority services. Assuming that in the n-th cycle, the total
allocated bandwidth to ONUi by the OLT is HT

i (n), the following equation holds:

HT
i (n) = Hi,A(n) +Hi,B(n) +Hi,C(n), D ∈ (A,B,C) (11)

From this equation, the OLT initially allocates bandwidth to the highest priority A,
then to B if there is remaining bandwidth, and finally to C. The detailed process follows:

Hi,A(n) = min
{
HT

i (n),min
{
Si,A(n) +HP

i,D(n)− Φi,A(n)
}}

(12)

Hi,B(n) = min
{
HT

i (n)−Hi,B(n), Si,B(n) +HP
i,D(n)− Φi,B(n)

}
(13)

Hi,C(n) = min
{
HT

i (n)−Hi,C(n)−Hi,C(n), Si,C(n) +HP
i,D(n)− Φi,C(n)

}
(14)
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where S represents the allocated time slot.

4. Research on digital network communication system for distribution network
based on improved EPONs.

4.1. Data communication wiring scheme. To enhance bandwidth allocation in EPONs,
various data communication technologies are employed to construct a digital network
communication system for distribution networks , which includes a data communication
wiring scheme, a communication network organization scheme, a topology design based
on improved EPONs, and a bandwidth allocation scheme. The architecture of the system
is indicated in Figure 2.
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Figure 2. The architecture of the designed system

According to the overall architecture design scheme, the data communication mode
is mainly EPONs passive fiber optic communication, and all ONU terminal facilities
adopt hardware equipment supporting dual PON interfaces to achieve self-protection in
the communication process. All ONU facilities are deployed in the ring network box
or column switch terminal equipment cabinets for physical deployment. OLT terminal
facilities carry out data communication through the internal communication network of
the substation to realize the transmission of data information from the substation nodes
to the main station system, and ultimately connected to the electric power fiber optic
backbone network as shown in Figure 3.

In the wiring process, one OLT device is used as the main device and the other OLT de-
vice is used as the standby support device to establish a fiber optic network that supports
dual PON protection mode. At the same time, the ODN equipment adopts a parallel
approach to fiber convergence processing and physical access according to the specific
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location of the splitter, which is used to cope with the multi-point failure problem that
may occur in the process of data interaction. At the same time, according to the specific
laying and direction of the main line, the specific connection mode of optical fiber inter-
face is flexibly selected as ring or chain, thus effectively improving the robustness of data
communication system in substation nodes.
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SDH+ scheduling 

data network
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IP/RS232
ONU

TTU

IP/RS232

ONU

FTU

IP/RS232

Figure 3. Distribution network digital network communication wiring

4.2. Communications network organization programme. Through the construc-
tion of power distribution communication system, it realizes that the power distribution
communication convergence points in all substation nodes are connected to the backbone
network and finally connected to the communication master station of the power supply
company. In the process of network organization, it is necessary to achieve OLT facilities
access to SDH backbone network, and at the same time, the two backbone networks in the
process of entering the main station system adopt dual communication channels to pro-
vide channel redundancy for the communication network, and the network organization
scheme of the whole communication system is shown in Figure 4.

distribution automation 

master station system

SDH backbone communication network

layer 3 switch IP

1000M
SDH

OLT
OLT

Figure 4. Communication network construction scheme

In terms of access point networking, in order to cope with the demand for SDH out-
going communication and the access demand of other sub-networks, the specific access
point adopts two parallel SSH-M300 switches to deal with the support of upstream and
downstream channels at the same time, and at the same time, it can also rely on the
SSH-M300 switches to achieve the hierarchical partitioning of the whole communication
network and network segmentation.
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4.3. Topology design and bandwidth allocation scheme based on improved
EPONs. In the design of EPONs network topology, the Layer 3 switch is directly ac-
cessed to the management system of the ground control network, the SDH communication
channel in EPONs is adopted for the network interconnection of OLT and ONU, and SDH
is adopted for the independent communication of all the network management data to
ensure the reliable and real-time communication of configuration data and maintenance
data in the process of EPONs network management by utilizing the excellent network
communication performance of SDH. The excellent network communication performance
of SDH is utilized to ensure reliable real-time communication of configuration data and
maintenance data during EPONs network management. The communication network
topology of power distribution communication access network is shown in Figure 5.
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Figure 5. Improved network topology for EPONs

In the EPONs bandwidth allocation process, the total length of time slots occupied by
all ONUs to obtain authorization and finish sending the authorized data is called a cycle
[27]. In order to improve the bandwidth utilization and reduce the idle time slots, based
on the improved EPONs bandwidth allocation method, an early authorization threshold
calculation method is proposed to predict the amount of data that can be sent in the idle
time slots and dynamically determine the ONUs that will be sent in advance, and the
steps are as follows.

(1) After receiving the report frames from all ONUs in the n − 1-th cycle, determine
the bandwidth Hn that can be allocated in the n-th cycle, which will be between TminSN

and TmaxSN . Also, based on the total authorized bandwidth Hn−1 for the n− 1-th cycle,
predict the total authorized bandwidth for the n+ 1-th cycle as follows.

H ′
n+1 = αHn + βHn−1 (15)

(2) Based on the ratio between the length of free time slots and the total cycle length,
the threshold of the amount of data that can be sent to the ONU in advance in the n-th
cycle is as follows.

T n
w = H ′

n+1

TidSN

Hn

(16)

(3) In the n-th cycle, when the ONU bandwidth request received by the OLT is less than
Tn, the ONU is authorized according to the current idle time slot allocable bandwidth.
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The step is repeated until the free time slot allocable bandwidth is zero, then the n-th cycle
of advance transmission is ended, and the remaining ONUs undergo unified bandwidth
calculation and authorization at the end of the cycle.

According to the improved dynamic bandwidth allocation method for EPONs, the
bandwidth is first allocated for the A service and then for the medium-priority B service
if Si,B < Hmin

i −Hi,A. The authorized bandwidth for B service for this part of ONU is as
follows.

Hi,A = Hmin
i −

∑
Si,B (17)

If Si,B > Hmin
i −Hi,A, the B-service authorized bandwidth for this portion of the ONU

is as follows.

Hi,B = Hleft
Hi,B∑
Si,B

(18)

In terms of the above, after the allocation of bandwidth for service B, there is no
bandwidth left, i.e., Hi,C = 0.

5. Performance testing and analysis.

5.1. Network latency analysis. For the sake of illustration, the digital network com-
munication system based on improved EPONs for distribution networks designed in this
paper is denoted as DNC-EPONs, and the literature [21] is denoted as CPB-EPONs, and
the feasibility of this DNC-EPONs is verified by using the network simulation software,
OPNET simulation. The simulation adopts the settings common to the EPONs system
model, and the algorithm simulation starts from cold start and ends when the OLT re-
ceives 5 × 106 packets. Considering the multi-tasking requirements, the CPB-EPONs
algorithm in the literature [21] has a better performance in the comprehensive network
performance of multi-service, so the comparison algorithm adopts the CPB-EPONs algo-
rithm to compare with the DNC-EPONs.

This article refers to the maximum overall delay and minimum overall delay models of
EPONs network established in the literature [28] to calculate the network delay for DNC-
EPONs. In this paper, we set the maximum number of uploaded data frames per ONU
element in the DNC-EPONs network to be 1518 bytes, and the farthest distance between
all ONUs and the center OLT to be 1000 meters. The center OLT polls the underlying
ONUs according to a maximum period of 250 µs, the upstream and downstream data
transmission control processing time are both set to 2 µs, and the internal processing
delay of the center OLT is set to 20 µs.
To further prove that the network designed in this paper has good real-time perfor-

mance, this paper selected five commonly used data sizes, such as 64 bytes, 128 bytes,
256 bytes, 512 bytes, 1024 bytes, etc., to carry out the theoretical calculation of network
delay, the calculation method is the same as that in the literature [28], and the theoretical
calculation results are indicated in Table 1.

Table 1. Theoretically calculated values of network delay for DNC-EPONs

Data length Minimum polling Maximum polling Minimum Maximum
(byte) period (µs) period (µs) latency (µs) latency (µs)

64 57.493 253.175 87.631 541.917
128 57.493 241.359 93.152 517.238
256 57.493 219.063 89.359 462.931
512 57.493 193.437 93.155 427.348
1024 57.493 187.153 104.627 438.353
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After calculation, the maximum overall delay of the DNC-EPONs network designed
in this paper is Delaymax = 541.917 µs, and the minimum overall delay is Delaymin =
87.631 µs. After theoretical calculation, when the bottom ONU sends 256 byte of data,
the minimum polling period is 57.493 µs, the maximum polling period is 219.063 µs, and
the minimum delay is 89.359 µs, and the maximum delay is 462.931 µs. When the rate of
sending 64 byte of data from the bottom ONU is lower than the guaranteed service data
rate, the delay of this ONU on the opposite side of the network reaches the minimum
value, which is 87.631 µs. When the rate at which the underlying ONU sends 64 byte
data is lower than the ensured service data rate, the delay of the ONU’s contralateral
network reaches the minimum value, which is 87.631 µs. When the rate at which the
underlying ONU sends 64 byte data is equal to the ensured service data rate, the delay
of the ONU’s contralateral network reaches the maximum value, which is 541.917 µs.
In the formal test, the network analyzer will be connected to the center OLT any PON

interface, at this time the network data analyzer can send data streams through the OLT
to all the underlying ONU. In order to further prove that the network designed in this
paper has good real-time, this paper was selected 64 byte, 128 byte, 256 byte, 512 byte,
1024 byte and other five commonly used data size for network latency test, after the test
to obtain test results indicated in Table 2.

Table 2. Actual test results of DNC-EPONs network delay

Data length (byte) Minimum latency (µs) Maximum latency (µs)
64 83 306
128 107 331
256 127 335
512 125 367
1024 149 372

As shown in Table 2, the minimum delay occurs in the DNC-EPONs network when
the size of data transmitted in the network is 64 byte, and the maximum delay occurs in
the DNC-EPONs network when the size of data transmitted in the network is 1024 byte.
Comparing the above measured minimum and maximum delays with the theoretically
calculated minimum and maximum delays, it can be seen that the measured minimum
delay of 83 µs and the maximum delay of 372 µs are located within the theoretically
calculated minimum delay of 87.631 µs and the maximum delay of 541.917 µs, which
meets the real-time requirements, and proves that the DNC-EPONs network designed in
this paper has good real-time performance. EPONs network designed in this paper has
good real-time performance. Further comparison and analysis of Tables 1 and 2 show
that when five different byte of data are transmitted in the network, the minimum delay
shown in both tables is positively correlated with the size of the data byte transmitted in
the network. The above results further confirm that the DNC-EPONs network designed
in this paper has good real-time performance.

5.2. Comparative analysis. Through OPNET simulation experiments, the comparison
curves of the uplink bandwidth utilization of the DNC-EPONs method and the CPB-
EPONs method in the EPON system with the change of load are shown in Figure 6. The
change is not obvious when the network load is before 0.5, and when the network load
is more than 0.5, the bandwidth utilization of the DNC-EPONs method is significantly
better than that of the CPB-EPONs method. EPONs method. In summary, dynamic
bandwidth algorithm is very important to solve the last-mile problem of access network.
In this paper, a simulation model of E uplink channel based on OPNET is established.
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From the simulation results, it can be seen that the DNC-EPONs method has a greater
degree of bandwidth utilization than the CPB-EPONs method; the DNC-EPONs method
has more advantages than the CPB-EPONs method in terms of resource utilization, which
can further satisfy the user demand and has more practical application value.
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Figure 6. Comparison of bandwidth utilization

6. Conclusion. Aiming at the problem of scarcity of bandwidth allocation resources
faced in the current construction of distribution network systems, this paper investigates
a digital network communication system for distribution networks based on improved
EPONs. Firstly, according to the network traffic characteristics, the same priority ser-
vice request size of all ONUs is considered comprehensively, and differentiated bandwidth
authorization is carried out according to the service definition for the purpose of opti-
mizing EPONs, and then on this basis, from the perspective of the construction of the
communication system, the detailed design and introduction of the grouping scheme of
the distribution communication system focusing on the adoption of the improved EPONs
communication technology is carried out. Simulation results show that DNC-EPONs can
allocate different bandwidth resources to services with different priorities, which signifi-
cantly improves the performance indicators such as network delay, bandwidth utilization
and packet loss rate.
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