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Abstract. Intending to the existing library intelligence classification and management
methods in which some sample data features are high-dimensional and single-modal in-
formation is insufficiently expressed, which leads to inefficient classification, this article
suggests a library intelligence resource intelligent management method based on multi-
label reduction and multi-modal deep learning. Firstly, the optimal singular vector is
found as the label projection direction on the ground of Singular Value Decomposition
(SVD), and then the sparse labels are encoded into the low-dimensional effective space.
After that, relied on the enhanced multi-label dimensionality reduction algorithm, the im-
age and text features of book intelligence are extracted in the low-dimensional space, and
then the implicit features of image and text are mined by the deep learning model, and
the features of the two modalities are interacted and spliced by the cross-modal atten-
tion mechanism to obtain the overall implicit representation. Finally, the spliced vectors
are input to softmax classifier to achieve the predicted probability of each type, and a
recursive regularization term is added to the error during training to take into account
the hierarchical structure information of labels, for the sake of realizing the intelligent
management of library intelligence resources. The experimental outcome indicates that
the accuracy, precision, and recall of the algorithm suggested in this article are 92.6%,
90.8%, and 93.2%, respectively, which has a good performance of classification manage-
ment.
Keywords: Multilabel dimensionality reduction; Multimodal learning; Deep learning;
Singular value decomposition; Attention mechanisms

1. Introduction. As a cultural information service organization, libraries first need to
obtain a large number of library intelligence resources, and can better provide readers
with information services after their development and utilization [1]. The introduction of
artificial intelligence technology makes it easier and faster to obtain library intelligence
resources, and plays an important role in digitizing intelligence resources, organizing and
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managing resources, etc. It also improves the quality and level of information services,
and can provide readers with more personalized and specialized services [2, 3, 4]. At
present, the scale of the intelligent library is developing, with a large inventory and a wide
range of books, the intelligent management of library and intelligence resources becomes
a problem. Intelligent libraries first need to be able to have a high degree of accuracy
in the categorization of library information resources in order to ensure its operational
development [5, 6]. The inaccuracy of the classification of library information resources
management will not only affect the readers’ access, but also increase the tediousness of
the work of the administrators.

1.1. Related work. The research on the classification and management of book re-
sources mainly includes several aspects: digitalization, big data mining, metadata stan-
dards, intelligent management and personalized recommendation.

Nohrstedt [7] determined the categories based on the probability of occurrence of the
index word in the class and used this method for classification of library and intelligence
resources. Zeng et al. [8] suggested the concept of Vector Space Model (VSM) and used
it to represent library and intelligence resources. Rodrawangpai and Daungjaiboon [9]
utilized a bi-directional transformer as an encoder to fully take into account the infor-
mation in both the front and back directions of the word, but the feature representation
capability is insufficient. Guo et al. [10] proposed self-correcting class weight vectors
based on readers’ feedback to construct simple linear classifiers to categorize intelligence
resources. Meng et al. [11] offered a tree-like classification structure for classifying book
intelligence, but the accuracy of the classification is not very high. Anglada [12] proposed
a model called Potential Semantic Analysis, a model for intelligent management of library
intelligence, which utilizes theoretical methods related to statistical computing in order
to obtain potential semantic information between words. Hajbaqeryian and Mahfoozi [13]
divided the initial label set into several random small label sets and classified the books
based on BP neural network. Zhou [14] used Apriori algorithm and tree structure to
compute the large-scale book intelligence resources to generate the text frequent itemset,
so as to predict the category of the books, but the prediction accuracy is not high.

Large-scale and high-dimensional intelligence resources bring challenges to book man-
agement. Sanhong et al. [15] used to simultaneously optimize the predictability of the
low-dimensional label space and the recoverability of the original label space to manage
book intelligence resources are crucial for various applications. However, the high dimen-
sionality of the feature space is often neglected. Fu et al. [16] used principal component
analysis to spatially downscale books and classify book intelligence resources, but the
classification accuracy is not high. Ntakaris et al. [17] combined integrated learning and
labeled power set algorithms to integrate multiple classifiers to ensure the completeness of
the prediction of library intelligence resources, but the classification efficiency is low. To
improve the classification performance, Huang et al. [18] introduced a residual network
based on the fusion of a text structure detector model to classify books. Nithya et al. [19]
introduced deep learning models such as CNN, LSTM, BERT, etc., to manage library
intelligence resources based on the contents of sentences, paragraphs, and chapters.

Some deep neural network-based approaches face the challenge of insufficient multi-
modal training data, which limits the effectiveness of training and can easily lead to
overfitting. He et al. [20] proposed Adversarial Cross-Modal Retrieval (ACMR) to mini-
mize the gap between all the books in a single modality. The representation of all books
is in a single modality, leading to insufficient information representation. Dong et al. [21]
used a graphical convolutional neural network to establish the dependency relationship
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between book resources and used a bi-directional attention-based generative network to
realize inter-modal transformation, but some of the necessary information was lost.

1.2. Motivation and contribution. Aiming at the issues of insufficient expression of
single-modal information and missing data of some samples in the existing research, this
article designs a method of intelligent management of library intelligence resources based
on multi-label reduction and multi-modal deep learning.

Firstly, the optimal projection direction of a set of label space is found based on Singular
Value Decomposition (SVD), and the sparse labels are embedded into the low-dimensional
space. Besides relied on the optimized multi-label dimensionality reduction algorithm, a
set of low-dimensional label representations is achieved by maximizing the dependency
between low-dimensional features and potential labels, image and text features of book
intelligence are extracted on the low-dimensional space.

Then the features of the two modalities interact with each other through the cross-
modal attention mechanism, and spliced together, to get the implicit representations
of book intelligence. Finally, the spliced vectors are input to the classifier to get the
predicted probability of each category. The hierarchical structure information of the
labels is considered during the training, so as to realize the intelligent management of book
intelligence resources. The experimental outcome indicates that the suggested method has
high classification accuracy and efficiency, and can be better applied to the field of library
intelligence resource management.

2. Theoretical analysis.

2.1. Multi-label dimensionality reduction algorithm. Linear Discriminant Analysis
(LDA) method [22] is a typical supervised linear dimensionality reduction method, which
is only applicable to single-label multi-class classification. In fact, the class labels among
multi-label data are interdependent, and the dependence of sample feature attributes and
labels can be considered to solve the problem of poor class separation. The Multi-label
LDA (MLDA) method [23] takes into account the dependency between features and labels
by assigning different weights to different labels.

Define a non-negative weight matrix Vm×p = [v1, ..., vj, ..., vm]
T = [v1, ..., vj, ..., vp],

where vj = [vj1, vj2, ..., vjp]
T and vi = [vi1, vi2, ..., vim]

T denote the weight vector of the
i-th sample and the weight vector of the j-th class label, respectively, and vij ≥ 0 denotes
the weight of the j-th class label belonging to the i-th sample. Given an input space
Xm×c = [x1, x2, ..., xm]

T , denote m instances in a d-dimensional space. In MLDA, the
inter-class matrix Tc and intra-class matrix Tv are represented as follows.

Tc =

p∑
i=1

T (i)
c , T (i)

c =

(
m∑
j=1

vij

)
(ni − n)(ni − n)T (1)

Tv =

p∑
i=1

T (i)
v , T (i)

v =
m∑
j=1

Vij(xj − ni)(xj − ni)
T (2)

where ni denotes the mean of the j-th class and n is the labeled global mean.
The idea of MLDA is to minimize the intra-class scattering matrix and maximize the

inter-class scattering matrix, and the final standard optimization objective is as follows.

G∗ = argmax
G

(
GTTcG

GTTvG

)
(3)
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2.2. Multimodal Learning. Multimodal Machine Learning (MMML) [24] mainly in-
cludes representation, transformation, alignment and fusion methods, of which the most
central one is the multimodal fusion method. The model architecture is indicated in
Figure 1.

Figure 1. Architecture of the multimodal fusion model

Model-based multimodal methods utilize deep learning models to address the multi-
modal fusion issue, and the image model approach fuses shallow and deep graphics through
image segmentation, splicing, and prediction to generate modal fusion results. The neu-
ral network approach is one of the most widely used methods, which provides flexible
single-modal implicit representation extraction and multimodal representation splicing
for different modal inputs, and utilizes the strong learning ability and classification per-
formance of neural networks to implicitly adjust the fusion parameters, which is more
scalable.

3. Optimization of Multi-label Dimensionality Reduction Algorithms. Focusing
on the issues of feature height and label sparsity in the MLDA dimensionality reduction
method, this article suggests a multi-label dimensionality reduction algorithm based on
singular value decomposition and stream regularization, which firstly finds the optimal
projection direction of a set of label space on the ground of the SVD method, and then
embeds the sparse labels into the low-dimensional space. On this basis, a linear discrimi-
nant analysis relied on stream regularization is suggested to ensure that the dependence
among the low-dimensional characteristics and the embedded tags in the geometric space
is maximized. Finally, the classification model is studied on the low-dimensional effective
space, which lays the foundation for the subsequent classification of library intelligence
resource management.

In the preprocessing stage, the high-dimensional sparse labeling space Ym×p is trans-
formed into the potential labeling space Y ′

m×l using the SVD method [25]. It is known
that Ym×p is able to be disintegrated to three matrices.

Ym×p = Wm×m · Σm×p · Vp×p (4)

where matrix Σ is a diagonal matrix when i ̸= j, Σi,j = 0, and the diagonal elements of
Σ are the peculiar values of the labeled matrix Y in descending order. In order to reduce
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the noise, the singular values smaller than
∑

l,j and their corresponding basis vectors are
ignored.

Equation (4) is simplified as follows.

Y ′
m×p ≈ W ′

m×l · Σ′
l×l · V ′T

l×p (5)

where the matrix Y ′
m×p is close to Ym×p, i.e., ||Y − Y ′||κ < Q. W ′

m×l, Σ
′
l×l, and V ′

l×p are
simplified matrices after removing the c− l singular values. The orthonormal basis V ′

l×p is
able to be considered as a tiny projection matrix of Y that maps the p-dimensional labels
into the l-dimensional space (l < p), i.e., Y ′

m×l = Ym×pV
′T
l×p.

To effectively exploit the dependency of low-dimensional labels and feature attributes,
the MLDA method is optimized using stream regularization [26]. If samples xi and xj are
similar in the geometric structure of feature distribution, their corresponding labels are
also similar, otherwise the opposite is true. The flow regularization is defined as below.∑

i,j

vi,j
2
||x′

i − x′
j||2 = tr(XTKX) (6)

where x′
i denotes the sample characteristic of the latent feature space, K = C − V ′ is

the Laplace matrix of the degree matrix V ′, and C is the diagonal matrix Cii =
∑m

j=1 vi,j.
The degree matrix V is achieved through computing the Gaussian distance among the
tag vectors in the latent label space.

vi,j =

{
exp

(
− ||y′i−y′j ||2

g2

)
, y′i ∈ Nl(y

′
j) or y

′
j ∈ Nl(y

′
i),

0, otherwise
(7)

where Nl(xi) denotes the l nearest neighbors of xi.
The linear combination function of stream shape regularization and MLDA is then

adopted as the whole objective operation as indicated below.

G∗ = arg max
PTP=I

µtr(P TXTXP )− (1− µ)tr(P TXTKXP )

= arg max
PTP=I

tr(P TXT (µ+ (1− µ)K)XP )
(8)

where µ is the equilibrium parameter, the problem can be converted into a feature
solving problem by finding the top p largest eigenvalues and their corresponding eigenvec-
tors, which form an optimal feature expulsion matrix P ∗, and then finding a set of valid
low-dimensional feature representation X ′

m×p = Xm×cP
∗
c×p.

4. Intelligent management of library and intelligence resources based on Multi-
Label reduction and multi-modal deep learning. On the ground of the above en-
hanced multi-label dimensionality reduction algorithm, firstly, a set of low-dimensional la-
bel representations are achieved by maximizing the dependency between low-dimensional
features and potential labels, and the image and text features of book intelligence are
extracted on the low-dimensional space.

Then the implicit features of images and texts are mined by the deep learning model,
and the features of the two modalities interact with each other through the cross-modal
attention mechanism, and then spliced together, to obtain the book implicit representation
of intelligence. Finally, the spliced vectors are input to softmax classifier to get the
predicted probability of each category, and the recursive regularization term is added to
the error during training to take into account the hierarchical structure information of
the labels, so as to realize the intelligent management of book intelligence resources. The
overall model structure is indicated in Figure 2.



Intelligent Management of Library and Information Resources 317

Figure 2. The overall model structure of the designed method

4.1. Feature extraction of library intelligence resources based on multi-label
dimensionality reduction. Assume that the training set of library and information
resources is X ∈ Rm×c, the label matrix is Y ∈ Rm×p, η is the equilibrium parameter, and
q is the low-dimensional feature space dimension. The steps in detail are as follows.
1) The feature dependence matrix Σc×c = XTX is constructed from the eigenmatrix

Xm×c, the feature decomposition dependency matrix Σc×c is constructed, and then the
eigenvectors corresponding to the first q largest eigenvalues are selected to form the opti-
mal projection matrix Q∗ ∈ Rc×q.

2) Project the eigenmatrix Xm×c to the low-dimensional eigenmatrix: X ′
m×q = Xm×c ·

Q∗
c×q. Solve the eigenvector: A = Y T (I + βWKW )Y and then select the eigenvector

corresponding to the first L maximum eigenvalues to form the optimal label projection
matrix V ∗ ∈ Rp×k.

min
V TV=I

E(V ) = max
V TV=I

tr(V TY T (I + ηWKW )Y V ) (9)

where V ∈ Rp×l is a linear projection matrix,W denotes the feature vector, tr(·) denotes
the feature space encoding based on dependency maximization, and K is a symmetric
matrix that searches for l nearest neighbors for each book.
3) Project the labeling matrix Ym×p to the lower-dimensional labeling matrix: Zm×l =

Ym×p · V ∗
p×k.

4) The SVD decomposition of the library intelligence resource feature matrix X, i.e.,
X = U × Σ × ST , where U and S represent the two orthogonal matrices of X. The
n-rank optimal approximation matrix of X is: Xn = Un × Σ′

n × ST
n , where Un denotes

the first n columns of matrix V , UT
n denotes the first n rows corresponding to matrix

UT , and Σ′
n = diag(δ1, δ2, . . . , δn) contains the diagonal matrices of the first n largest

singular values. The image and text matrices after feature extraction. The i-th book xi

is decomposed by SVD as follows.

Xk = XT
i UlΣ

−1
n (10)
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The features of book Xi are reduced from k to n. Next, the downscaled processed
X = (x1, x2, . . . , xm)

T is used as an input to the deep learning model for training the
classifier.

4.2. Multimodal Integration of Library and Intelligence Resources. Since library
intelligence resources are divided into picture and text information, which are in different
modalities, the implied feature vectors of different modalities need to be spliced together
to form longer feature vectors, which are then input into the classifier for classification
prediction. In addition, the feature lengths and dimensions of text and images are not
the same to compute the similarity, so it is necessary to use the attention mechanism
[27] to initialize the weight parameters and update the parameters automatically through
training.

Assuming that there are text modality a and image modality b to be interacted with
attentively, taking modality a as the question and modality b as the knowledge base, the
similarity between the question and each key in the knowledge base is computed to obtain
the corresponding weight coefficients, which are calculated as below.

The input matrix for modality a is Xa ∈ RTa×ca , where Ta refers to the sequence length
of text modality a and ca refers to the feature dimension of each representation of modality
a. The input matrix for modality b is Xb ∈ RTb×cb , where Tb and cb refer to the sequence
length and feature dimension of modality b.
A learnable parameter matrix HQa ∈ Rc∗×c∗ is constructed from the dimensions of the

input matrix Xa. Qa is computed as indicated in Equation (11).

Qa = XaHQa ∈ RTa×c∗ (11)

Two learnable parameter matrices HKb
∈ Rc∗×d and HVb

∈ Rc∗×d are constructed based
on the dimensions of the input matrix Xb. Kb and Vb are computed as indicated in
Equation (12) and Equation (13), respectively.

Kb = XbHKb
∈ RTb×c∗ (12)

Vb = XbHVb
∈ RTb×c∗ (13)

Thereby, question Qa and key Kb are mapped to the same feature space, and the
similarity between each element in Qa and each element in Kb is computed and the
weights obtained are indicated below.

Weight = Softmax

(
QaK

T
b√

ck

)
∈ RTa×Tb (14)

where Softmax(x) = ex/
∑c

j=1 e
x.

To prevent the results of the dot product of Qa and KT
b from being too large, the

results of each component are divided by
√
ck thereby converting each component of the

dot product into a number with a mean of 0 and variance of 1.
Finally, Fa is obtained by weighting and summing the values according to the weights

of the keys.

Fa = Weight ∗ Vb ∈ RTa×c∗ (15)

In summary, the whole equation for the cross-modal attention mechanism is as follows.

Fa = Softmax

(
XaHQa(XbHKb

)T
√
ck

)
XbHVb

(16)
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A new splice vector D = [Qa, Kb, Vb, Fa] is generated by computing the attention mech-
anism from text modality to picture modality and from picture modality to text modality,
respectively, and then stitching the two together.

4.3. Intelligent management of library and intelligence resources based on
multi-label reduction and multi-modal deep learning. The above input text modal
and picture modal splicing vector D, through the classification model to obtain the overall
implicit representation of book intelligence h ∈ Rf∗ . Through the f∗× c-dimensional fully
connected layer, the weight matrix is multiplied with the input vector plus the bias, and
the c-dimensional (−∞,+∞) real numbers are mapped to the c-dimensional [0, 1] real
numbers through the softmax function to ensure that the sum is 1, so as to obtain the
probability distribution of the current book intelligence on each category as follows.

ŷ = P (y|h) = Softmax(HTh+ g) (17)

where H ∈ Rf∗×c is the weight matrix and g ∈ Rc is the bias term.
For each book intelligence sample i, the cross-entropy loss is as below.

ICE
i = −yi log ŷi − (1− yi) log(1− ŷi) (18)

Then this paper considers adding a regularization term of the label structure to the loss
function to introduce the category hierarchy information, so as to improve the accuracy
of the classification management. Suppose that for any node label l ∈ L in the hierarchi-
cal classification tree, the corresponding fully connected layer parameter of the softmax
classifier is wl. All of its children nodes are labeled as l′ ∈ π(l), and the corresponding
parameter is wl′ . The following regularization term is added to the loss function.

R(w) =
∑
l∈L

∑
l′∈π(l)

1

2
∥wl − wl′∥2 (19)

For the current classification scenario of library intelligence resources, all the books go
to a unique leaf node, and the fully connected layer does not have the parameters of each
parent node, for this situation, this paper utilizes Equation (20) to compute wl, so that
it can be applied to the classification management of library intelligence.

wl =
1

|π(l)|
∑

l′∈π(l)

wl′ (20)

Finally, recursively upward in order to get the parameter matrix of all nodes of the
classification tree, and then calculate the recursive regularization loss based on these
parameters, the smaller the loss, the more similar the parameters of each sibling node,
the overall loss function is calculated as bellow.

LTotal = LFL + λ ·R(W ) (21)

where λ is a hyperparameter that balances the sample loss and recursive regularization
loss.

5. Performance testing and analysis.
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5.1. Experimental results and analysis. To estimate the performance of the designed
algorithm, this article randomly selects book category data from a university library for
simulation experiments, including titles, descriptions, and cover images of five categories
of books, such as novels, biographies, etc. The dataset contains a total of 19,832 bib-
liographic items, and is divided into training, testing and validation sets in accordance
with 5:3:2. ECOI [13], AGCN [21] and OURs (the classification management algorithm
for library intelligence designed in this paper), are trained and tested respectively. All
models adopt softmax classifiers, and the optimizer uses the Adam model with a learning
rate of 0.0005. The decay coefficient of 0.95. Small batch training is set, and the size of
each batch is set to 64. The experimental platform is configured with Windows 11, 64-bit
operating system, Intel(R) Core (TM) i5-13500H CPU @ 120Hz, 16 GB RAM, and the
simulation experiment environment is Matlab R2017a.

This article adopts a combination of multi-branch classification loss function (LOSS) [28],
Accuracy (Acc), Precision (Prec), Recall (Rec) and F1 value to evaluate the effectiveness
of classification management of library intelligence resources. Table 1 demonstrates the
comparative results of each metric for different models. Through the analysis, it is con-
cluded that the loss of OURs method is less than 0.8 compared with ECOI and AGCN
library and intelligence classification management methods, which is reduced by 11.71%
and 5.82% compared with ECOI and AGCN, respectively, and improved in four evalua-
tion indexes, namely, Acc, Prec, Rec and F1 value. It was improved by 21.2% and 11.43%
on Acc, 16.26% and 7.33% on Prec, 18.73% and 12.42% on Rec, and 17.5% and 9.92% on
F1, respectively.

This model outperforms the ECOI method based on traditional multi-label dimension-
ality reduction and the AGCN method based on multimodal and graph convolutional net-
works on all five metrics, which is attributed to the following reasons: the OURs method
improves the traditional multi-label dimensionality reduction method, maximizes the de-
pendency between low-dimensional features and potential labels, and deeply extracts the
implicit representations of images and texts in book intelligence, fully considering the la-
bel’s hierarchical structure information, and therefore can get more accurate classification
outcome.

Table 1. Performance comparison results for different models

Model LOSS Acc Prec Rec F1
ECOI 0.897 0.764 0.781 0.785 0.783
AGCN 0.841 0.831 0.846 0.829 0.837
OURs 0.792 0.926 0.908 0.932 0.920

In addition, the main statistical evaluation indexes used in this paper include ROC
curve and AUC value, as indicated in Figure 4, the ROC curve is drawn with the false-
positive rate as the horizontal coordinate and the T-true-positive rate as the vertical
coordinate. When the ROC curve is applied to the model evaluation, the smaller the
horizontal coordinate and the bigger the vertical coordinate are, the higher the accuracy
of the model is. Moreover, the AUC value of each model can be calculated to compare
the classification performance of different methods horizontally.

The AUC values of OURs and AGCN methods are greater than 0.5, indicating that
the classification stability and stability of these two methods are stronger. The AUC
value of ECOI method is the smallest, because it only uses the traditional multi-label
dimensionality reduction method to process the book intelligence, and does not optimize
the algorithm itself and does not take into account the internal features of the book,
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which leads to a poorer classification effect. The AGCN method only uses the deep
learning models to mining features of different modalities, but does not consider the
dependency among low-dimensional characteristics and potential tags, resulting in a lower
classification effect than the OURs method.

Figure 3. Comparison of ROC curves for different methods

5.2. Ablation experiment. To better validate the impact of the multi-label dimension-
ality reduction algorithm and the multimodal fusion module in this paper’s model OURs,
ablation experiments are conducted on the dataset respectively, and two comparative
models are designed to be analyzed, and the evaluation metrics are adopted as MAE,
MAPE, RMSE, and RMSPE.

(1) Remove the multilabeled dimensionality reduction module. Directly use the multi-
modal deep learning model to categorize and manage book intelligence resources, denoted
as OURs-MDR.

(2) Removal of Multimodal Fusion Module. The sparse labels are embedded into the
low-dimensional space using an optimized multi-label dimensionality reduction algorithm,
and the deep learning model is used to classify and manage the book intelligence resources,
denoted as OURs-MMF.

The outcome of the ablation experiment are indicated in Figure 3, the MAE values of
the three models decrease gradually with the increase of the number of library information
and then stabilize, and the OURs method always has smaller MAE values. Meanwhile,
comparing the multimodal deep learning model OURs-MDR and the model OURs-MMF,
which only optimizes the multilabel dimensionality reduction algorithm without consider-
ing the internal representation of modality, it can be seen that there is not much difference
between the two models in terms of MAE value when the number of books is small. How-
ever, with the increase of book bibliographies, the OURs in this paper decrease at a higher
rate than the OURs-MDR model and the OURs-MMF model, which suggests that the
optimized multi-label dimensionality reduction algorithm maximizes the dependency be-
tween the low-dimensional features and the potential labels, and the use of multimodal
deep learning to further mine the internal features of images and texts in book intelligence,
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which results in a smaller classification management error and proves that the OURs have
a better performance.

Figure 4. Comparison of MAE for different models

The outcome of the three model evaluation indexes are given in Table 2, and the
accuracy evaluation indexes of OURs are significantly better than those of OURs-MDR
and OURs-MMF. Among them, the MAE of OURs is 0.1257, which is reduced by 0.1158
and 0.2371 compared with that of OURs-MDR and OURs-MMF, respectively, and the
RMSPE of OURs method is 0.1589, which is reduced by 0.1262 and 0.2259 compared
with that of OURs-MDR and OURs-MMF, respectively. OURs-MDR and OURs-MMF
are reduced by 0.1262 and 0.2259 respectively. Moreover, in the classification results, the
MAPE value and RMSE value of the OURs model are lower than 0.15, which reinforces the
fact that the OURs method is more suitable for solving the problem of library intelligence
management.

Table 2. Comparison of classification accuracy of different models

Method MAE MAPE RMSE RMSPE
OURs-MDR 0.2415 0.2632 0.3074 0.2651
OURs-MMF 0.3628 0.3928 0.4326 0.3648
OURs 0.1257 0.1432 0.1492 0.1389

6. Conclusion. Focusing on the issue of inefficient classification in the existing library
intelligence resource management algorithms, this article suggests an intelligent man-
agement method for library intelligence resources based on multi-label dimensionality
reduction and multimodal deep learning. Firstly, the optimal projection direction of a
set of label space is found based on SVD, and the sparse labels are embedded into the
low-dimensional space. Then relied on the optimized multi-label dimensionality reduc-
tion algorithm, a set of low-dimensional label representations is achieved by maximizing
the dependency between low-dimensional features and potential labels, image and text
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features of book intelligence are extracted on the low-dimensional space, then the im-
plicit features of images and texts are mined, and the features of the two modalities are
interacted and spliced by the cross-modal attention mechanism. Finally, the spliced vec-
tors are input to the classifier to get the predicted probability of each category, and the
hierarchical structure information of labels is taken into account during training, so as
to realize the intelligent management of book intelligence resources. The experimental
outcome indicates that the suggested algorithm has higher classification performance and
efficiency compared with the comparison algorithms.
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