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Abstract. Using keypoint detection techniques, such as human posture estimation, to
extract keypoint information, including joint positions and postures, from dance videos
can help to understand the details of dancers’ movements. However, the method of de-
termining posture by observing body movements in a manual way is time-consuming
and labour-intensive, and cannot be applied to dance video sequences of complex scenes.
Therefore, a pose estimation method based on an improved High Resolution Network is
proposed. Firstly, Convolutional Block Attention Module (CBAM) is introduced in High
Resolution Network (HRNet) for the optimisation of the pose estimation network. CBAM
contains 2 independent sub-modules. CBAM expands the receptive field, thus increasing
the extraction rate of human feature information from both the channel and spatial as-
pects of the feature network. Then, in order to solve the problem of scale sensitivity of
bottom-up pose estimation network, a background information feature extraction method
is proposed. The approach efficiently extracts features at many scales and combines them
via attention feature fusion. This results in fused features that incorporate information
from different scales, significantly improving the network’s ability to handle scale vari-
ations. Through experimental validation, it can be seen that the accuracy of the pose
estimation method based on background information features and CBAM on the MPII
dataset and the self-constructed dance dataset is 73.5% and 79.5%, respectively, which
exceeds most of the bottom-up multi-person pose estimation methods.
Keywords: Dance movement; Pose estimation; Deep learning; Attention module; Multi-
scale features

1. Introduction. Dance, as a form full of art and expression, has always carried the
essence of human culture and the transmission of emotions [1]. However, it is not easy
to accurately understand and assess the significance of dance movements as they are rich
in cultural connotations, emotional expressions and technical details [2, 3]. Traditional
approaches often rely on the subjective judgement of professional dance adjudicators,
which is influenced by human factors and fails to provide a systematic and objective means
of analysis [4]. With the rapid development of artificial intelligence technology, especially
the breakthroughs in computer vision, deep learning and natural language processing, we
now have more possibilities to explore the meaning of dance movements.
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Through the application of computer vision techniques, we can extract rich movement
information from dance videos, including movement types, key point locations, and emo-
tional expressions [5, 6], which provides us with more dimensional data to analyse and
evaluate dance works. In this context, this work will focus on the application of AI tech-
niques to estimate dance movement gestures in complex scenes. In today’s digital era,
the performance and evaluation of dance art is undergoing unprecedented changes. With
the rapid development of computer vision and machine learning techniques, how to ac-
curately estimate dancers’ movement gestures from dance videos in complex scenes [7, 8
,9] has become a hot issue in the field of scientific research and technology development.
In particular, High-Resolution Networks (HRNet) have shown great potential in human
movement pose estimation, offering new possibilities to improve the accuracy of pose es-
timation by virtue of their sensitivity to details and ability to maintain high-resolution
features. However, traditional HRNet still faces several challenges in dealing with dance
movements in complex scenes, including background interference, lighting variations, and
occlusion problems [10 ,11], all of which may affect the accuracy and reliability of pose
estimation.

The research objective of this paper aims to enhance the ability of high-resolution
networks to estimate dance movement poses in complex scenes by improving them. The
relevant principles of human gesture estimation are first analysed, including the principles
of deep learning, the mainstream methods of human gesture estimation and the princi-
ples of high-resolution networks. Then 2 targeted improvement measures are proposed,
including the introduction of the attention mechanism, the extraction and fusion of back-
ground information features, etc., in order to improve the network’s recognition accuracy
and robustness for dance movements in complex scenes [12]. The research in this work is
not only of great significance to the research and teaching of dance art, which can further
promote the dissemination and development of dance art by capturing and understanding
dance movements more accurately; at the same time, this research provides a new solu-
tion to the problem of gesture estimation in complex scenes at the technical level, and
the results are expected to be widely used in a variety of fields, such as human-computer
interaction, sports analysis, virtual reality, and so on. By deeply exploring the gesture
estimation technique for dance movements based on improved high-resolution networks,
this study is dedicated to promoting the application of AI technology in the intersection
of art and science, and providing new perspectives and tools for researchers in related
fields.

1.1. Related Work. Human pose estimation is one of the challenging research areas
in computer vision, and with the help of deep learning and publicly available datasets,
significant progress has been made in solving problems related to human pose estimation,
which aims at determining the location or spatial position of key points of the human body
from a given image or video, and connecting the key points in a given order to connecting
them to finally obtain the human skeleton. There are two main types of human pose
estimate that are based on dimensions: 2D and 3D. It is possible to further classify
2D human posture estimate as either single-person or multiple-person [13]. 2D posture
estimation enhances the temporal information-based prediction of crucial points in a video
system when the sample set is a video sequence. A more precise spatial representation is
achieved via 3D pose estimation, which differs from just predicting the 2D locations of the
body joints [14]. This method also predicts the depth information. It not only predicts
the 3D position of the body, but also the detailed 3D shape of the body and body texture.
Due to the complexity and high cost of 3D pose estimation, the current mainstream is
still 2D pose estimation, which is the research direction of this work.
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In their study, Liu et al. [15] put forward a method that combines pose regression.
Given the stability and learnability of bones compared to joints, the proposed method
incorporates a novel reparameterised pose. Thus, the network utilizes a collaborative
linkage framework to establish the component loss functions that capture the distant
interactions among bones. Luvizon et al. [16] proposed a novel regression method in-
tegrating the soft-argmax operation, which directly converts the extracted feature maps
into body joint coordinates. In this architecture, it is possible to directly access the back-
ground information and aggregate it with the final prediction. Most notably, the method
does not generate heat maps during the training phase. Human posture estimation can
also be operated with useful information provided by manual parsing. Therefore, Zhang
et al. [17] introduced an innovative network structure that utilizes human parsing knowl-
edge for the purpose of predicting joint coordinates. The network, named ”parse-induced
learner”, is used to subdivide substandard localisation and correct erroneous human joint
classification, which can be used to solve the occlusion problem of human pose estimation.
For both one- and multiple-person posture estimation, the encoder takes the input picture
and converts it into a high-level, sparse representation; the adapter then learns how to
tweak the position model.

Deep network-based is another architecture for human posture estimation. Petrov et al.
[18] proposed to solve the human posture estimation problem by using deep neural network
to capture the coordinates of key points of the whole body by direct regression through
deep learning. Compared with most regression-based human pose estimation methods,
deep learning is more effective. Guo et al. [19] suggested a method for successively
aggregating and summing features, where ResNet is used instead of the hourglass module
in the deep learning network to combine the features raised at each stage to obtain both
local and global background knowledge, which is effective in solving the problems of
lighting and occlusion. Yang et al. [20] made modifications to residual connections and
included gated skip connections with adjustable settings for each channel. This was done
to manage the data flow of each channel inside a module within a macro module. In order
to reduce the post-processing of localised human joints and human enclosing frames, Li
et al. [21] employed Convolutional Block Attention Module (CBAM) to increase the
receptive field of the network and enhance the precision of the estimate of human poses.

1.2. Motivation and contribution. There are two problems with HRNet in human
pose estimation tasks. Firstly, HRNet needs to detect all the key points of the human
body in the input image at the same time, so the multiple scales of the human body
contained in the image is one of the main reasons limiting HRNet [22]. Then, the up-
sampling of HRNet loses part of the feature information, and without learning parameters,
the lost feature information cannot be compensated by learning [23]. Therefore, in order
to solve the above problems, this paper proposes a pose estimation method based on
improved high-resolution network. The main innovations and contributions of this work
include:

(1) In order to solve the problem of partial feature information loss, CBAM (Convolu-
tional Block Attention Module) is introduced in this paper.The CBAM attention mech-
anism can improve the model’s representation ability in the channel, and at the same
time emphasise the features of spatial location in the spatial dimension, so as to improve
the network’s representation ability in two ways.CBAM is introduced into the parallel
subnets of HRNet networks with different resolutions, thus improving the extraction rate
of channel and spatial feature information in the network.

(2)A feature extraction method for background information that can extract both global
and local features is proposed. A combination of deep and shallow network features will
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be used and an attention mechanism will be utilised to enhance the extraction of global
and local information. Statistical information from the global feature map (e.g., features
obtained by global average pooling and global maximum pooling) will be analysed to
determine which background regions are important and the feature map will be weighted
accordingly to enhance the feature representation in these regions.

2. Principles related to human posture estimation.

2.1. Deep learning. Deep learning is a type of machine learning technique that learns
features from input data by constructing multi-layer neural networks and uses these fea-
tures to perform tasks such as classification, regression, and clustering. Deep learning
extracts features from large amounts of data through automated learning, thus saving
time and effort by avoiding the tedious feature engineering process required in traditional
machine learning.

Deep learning is growing rapidly and the main reason for this is that deep Convolutional
Neural Networks (CNNs) can be applied to a wide range of problems and show good
performance. The advent of deep learning has simplified the problems, converted some
of the manual labour into automation and increased the efficiency of machine learning.
Machine learning techniques have shifted from shallow learning to deep learning. The
most important part of deep learning is the convolutional neural network. The core idea
of CNN is to first extract image features through the convolutional layer, then reduce the
feature dimensions through the pooling layer, and finally use the fully-connected layer to
complete the classification, regression and other tasks, as shown in Figure 1.
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Figure 1. CNN structure

2.2. Methods for human pose estimation. Human pose estimation is the process of
recovering N joint points from an input RGB image or video. The human skeleton is
obtained by detecting the sample human joint points and determining the coordinates of
the human joint points on the sample by connecting the human joint point coordinates in a
certain order. In recent years, the effectiveness of human posture estimation based on the
detection of human skeleton joint points has continued to improve, and its application to
the monitoring of dance students’ movement postures can provide them with appropriate
posture suggestions, thus helping them to improve their learning outcomes.

Currently, traditional-based methods and deep learning-based methods are the two
most typical methods for human posture estimation. Traditional methods for human pose
estimation are mainly based on an image structure model. The model divides a sample into
multiple parts, showing the spatial constraints between them. Traditional methods are
time efficient, the downside is that when extracting features you need to manually set up
HOG and SHIFT features, which limits the use of the algorithm. However, deep learning
techniques do not require manual extraction of features but make predictions based on
convolutional features. Currently, there are two approaches for human posture estimation
in terms of deep learning, which are top-down approach, and bottom-up approach.
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(1) Top-down approach
A top-down approach to human pose estimation is one in which the overall position of

the human body is first detected and then individual joint points are localised and the
pose estimated. This approach involves a human body detector and a single person pose
estimator.

(2) Bottom-up approach.
The bottom-up approach for human pose estimation refers to the process of first extract-

ing all the key points from the image and then achieving pose estimation by combining
these key points into meaningful poses. The steps of the bottom-up approach are key
point detection, key point screening, and pose combination.

2.3. High Resolution Networks. Several dominant convolutional neural network mod-
els in the field of human posture estimation, namely: hourglass networks, cascaded pyra-
mid networks, and High Resolution Network (HRNet) [?]. HRNet uses higher resolution
input images, which can provide more detailed information during the inference process,
and thus more accurate human posture estimation. Compared to low-resolution networks,
high-resolution networks have better ability to capture subtle changes in body joints and
parts. Therefore, HRNet is chosen as the research object in this paper, as shown in
Figure 2.
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Figure 2. The structure of HRNet

HRNet starts with a Stem structure consisting of two convolutional layers with a step
size of 2 to rapidly downsample the input image by a factor of 4, and input the down-
sampled results into the main part. Incorporating multi-scale feature fusion units into
each step of HRNet enhances the network’s resilience, allowing different resolution sub-
networks to interact with each other. HRNet performs multi-resolution feature fusion at
each stage of the network, so that more semantic information can be obtained while main-
taining high-resolution features, improving the accuracy of pose estimation. HRNet uses
multiple parallel branches, using a method called ”layer-by-layer”. HRNet uses multi-
ple parallel branches and employs a strategy called ”layer-by-layer downsampling” [?, ?],
where features are downsampled to different degrees in different branches to gradually
reduce the resolution of the feature map while maintaining the high quality of the feature
map.

3. Dance movement pose estimation based on multi-scale attention feature
fusion HRNet.
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3.1. Overall network structure design. Since the prediction speed of the top-down
method in natural scenes changes depending on how many individuals and depends heavily
on the accuracy of the human detector, the bottom-up method is gradually becoming the
mainstream method. Therefore, in this paper, the HRNet human posture estimation
model will be used to obtain the key points of the dance students for posture estimation,
the area where the dance student is located in an environment such as a classroom is only
a small part of the whole scene and the background is more complex. High-resolution
networks typically have deeper network structures that can better learn and encode the
spatial information in the input image. This allows the network to better understand the
relative positions and relationships between body parts and to better address issues such
as occlusion and complex backgrounds in pose estimation.

However, there is room for continued improvement in the accuracy of HRNet. There
are two problems with HRNet in the human pose estimation task. Firstly, HRNet needs
to detect all the key points of the human body in the input image at the same time, so the
multiple scales of the human body included in the image is one of the main reasons limit-
ing HRNet [?]. Then, the up-sampling of HRNet loses part of the feature information and
there is no learning parameter, and the lost feature information cannot be compensated
by learning. To improve the network’s scale invariance, this paper proposes a feature
extraction method for background information that can extract global and local features.
Secondly, in order to solve the problem of partial feature information loss, CBAM (Con-
volutional Block Attention Module) is introduced in this paper. The CBAM is used in the
concatenated sub-networks of HRNet network with different resolutions, so as to improve
the extraction rate of channel and spatial feature information in the network.

The overall structure of the improved HRNet is shown in Figure 3. The main body of
the network consists of a total of four stages: stage1, stage2, stage3, and stage4.

1/4

1/4

1/2

Stage l Stage 2 Stage 3 Stage 4

background information 

characteristics
convolution CBAM

deconvolution 

block

feature pyramid

Figure 3. The overall structure of improved HRNet

In stage1, since HRNet uses a Stem structure for fast downsampling, this crude ap-
proach loses important detail location information and ignores the significance of low-level
characteristics. In order to resolve this issue, this paper introduces a feature pyramid mod-
ule with three scales in stage1 of HRNet to replace the Stem module. This design can
start processing multi-scale information at an early stage of the model, which helps to im-
prove the model’s ability to perceive targets of different sizes, especially when performing
human pose estimation in complex scenes.
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Second, the bottleneck residual blocks in the 1/8, 1/16, and 1/32 resolution subnet-
works are replaced using the background information feature module in stage2, stage3,
and stage4. Retaining the residual blocks in the 1/4 resolution subnetwork gives the
network the ability to extract global and local features. Improve the network’s ability
to maintain consistent performance across different scales by effectively combining multi-
scale information utilizing the attention method. The loss function for the HRNet is
shown below:

Lh =
1

N

N∑
i=1

∥∥Hh
i −Hr

i

∥∥2
2

(1)

whereHh
i andHr

i are the labelled heat maps at two different scales for the i-th keypoint,
respectively.

Assuming that x denotes the 2-dimensional coordinates of the heat map and xi denotes
the true coordinates of the i-th key point.

Hi(x) =
1

2πσ2
exp

(
−∥x− xi∥22

2σ2

)
(2)

3.2. Convolutional module attention. The CBAM attention mechanism contains two
separate sub-modules: CAM (Channel Attention Module) and SAM (Spatial Attention
Module). CAM helps the model to identify and reinforce those feature channels that
are most critical for the recognition task at hand (e.g., action-posture estimation). SAM
learns the weights of spatial locations by examining the feature responses of different
channels at each location. In this way, the model is better able to localise to the spe-
cific location of a critical action or gesture, which is particularly important for handling
complex action-gesture estimation tasks. Therefore, the CBAM attention mechanism
can filter unimportant information in the channel to improve the model’s representation
ability, and spatially learn features at different locations to improve the model’s sensory
field.

The overall structure of the CBAM attention mechanism is shown in Figure 4. By
combining these two attention mechanisms, CBAM enables the model to focus more
efficiently and accurately on important features and regions when dealing with complex
tasks such as action pose estimation, improving overall performance.

F

MaxPool

AvgPool

MLP

vector 1

vector 2

Mc

Figure 4. Flowchart of CBAM’s attention mechanism

After that, the features that come out of the MLP are multiplied element-wise [?, ?],
and then they are activated using a sigmoid function to create the last channel attention
feature, Mc. The input features needed by the channel attention module are generated
by applying an element-wise multiplication operation on Mc and the input feature map
F . The channel attention module is computed as follows:
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Mc(F ) = σ(MLP (AvgPool(F )) +MLP (MaxPool(F )))

= σ
(
W1

(
W0

(
F c
avg

))
+W1 ( W0 ( F

c
max ))

) (3)

These steps are used to calculate the spatial attention module Ms.

M (F )
s = σ

(
f 7×7([AvgPool(F );MaxPool(F )])

)
= σ

(
f 7×7

([
F s
avg ;Fmaxs

])) (4)

3.3. Background information feature extraction and fusion. To improve the net-
work’s scale invariance and make it adaptable to human keypoints at different scales,
background information characteristics are included. HRNet’s high-resolution and low-
resolution network branches are utilised to capture features at different scales. The high-
resolution branch captures fine-grained local features, while the low-resolution branch
captures macroscopic global features. A feature pyramid structure is used to further fuse
features at different scales. The feature maps of different resolutions are fused with each
other through up-sampling and down-sampling operations to enhance the model’s ability
to perceive features at different scales, as shown in Figure 5.

1×1 convolutionGAP

1×1 convolution 3×3 convolution

1×1 convolution1×1 convolution

CSAM

Z
Y

X
multi-scale feature extraction

attention feature fusion

Figure 5. Background information feature extraction module

For the global information, the spatial information of the input feature X ∈ RH×W×C

is firstly compressed using GAP (Global Average Pooling). Then two 1× 1 convolutional
layers are used to learn the global information, and each convolution is followed by batch
normalisation and ReLU nonlinear activation to obtain the global feature Fg ∈ Rl×l×C

which contains the global information, and this process can be expressed by Equation 5.
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Fg = fg (GAP (X);Wg) (5)

where fg(·) denotes the global convolution, and Wg is the set of parameters of the
global convolution. After ignoring the batch normalisation and ReLU activation function,
GAP (·) is calculated as follows.

uc =
1

W ×H

W∑
i=1

H∑
j=1

Xc(i, j) (6)

where Xc(i, j) denotes the information about the coordinate position (i, j) of the c
channel in the input feature X, and uc is the output corresponding to the c channel.
To improve the extraction of local features that include comprehensive information

Fl ∈ RH×W×C , local information extraction makes use of a method that is comparable to
the residual.

Fl = fl(X;Wl) (7)

where fl(·) denotes the local convolution, and Wl is the set of parameters for the local
convolution.

In order to efficiently emphasize information-rich aspects, feature fusion that makes
use of the attention mechanism may be used. Because Attentional Feature Fusion (AFF)
only makes use of channel attention, the purpose of this study is to develop an attentional
feature fusion module for the purpose of fusing multi-scale features. This is accomplished
by adding a spatial attention mechanism to AFF. The attentional feature fusion module
that has been presented may be seen in detail in portion (b) of Figure ??. After receiving
the global feature Fg and the local feature Fl produced by the multiscale feature extraction
module as inputs, the attention feature fusion module fuses the two features and then
transmits them to the CSAM in order to get the attention weights [?, ?]. After that,
the attention weights are obtained by multiplying them with the input characteristics
in order to acquire the attention features. Finally, the attention features are fused to
obtain the background information feature Y . This feature contains both global and local
background information and can enhance the important information to strengthen the
expressive ability of the feature. Equation 8 can be used to represent this process.

Y = M (Fg ⊕ Fl)⊗ Fg + (1−M (Fg ⊕ Fl))× Fl (8)

where ⊕ denotes the addition of the broadcasting mechanism, ⊗ denotes the multipli-
cation of the broadcasting mechanism, Y ∈ RH×W×C is the fused background information
feature, and M(·) denotes the CSAM. 1−M(Fg ⊕Fl) denotes the dotted line in part (b)
of Figure ??, because the value of the attentional weight M(Fg ⊕ Fl) is a real number
between 0 and 1, so 1−M(Fg ⊕Fl) also belongs to the real number between 0 and 1, and
therefore the Fg and Fl can be Attentional weighting.

CSMA uses both channel attention and spatial attention. Given an intermediate feature
X ′ as input, the attention computation process can be shown as follows.

X ′′ = s (Mc (X
′)⊕Ms (X

′))×X ′ (9)

where X ′ is the input feature, X ′′ is the output feature, Mc(·) is the channel attention,
Ms(·) is the spatial attention, and s(x) is the sigmoid activation function.

(1) Using relationships between feature channels to generate channel attention.
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The input features are first spatially compressed using global average pooling, and then
the dependencies between the channels are learnt through two 1× 1 convolutional layers
as follows.

Mc (X
′) = fc (GAP (X ′) ;Wc) (10)

where fc(·) is the channel attention convolution, and Wc is the corresponding set of
weight parameters.

(2) Using spatial dependencies of features to generate spatial attention.
First, average and maximum pooling is performed along the channel direction, and the

average and maximum pooled features are stitched together to form a new feature. In
order to acquire spatial attention Ms (X

′), a convolutional layer with dimensions of 3× 3
is used to acquire knowledge about the spatial connection between the features, as follows.

Ms (X
′) = fs ([APc (X

′) ;MPc (X
′)] ;Ws) (11)

where APc(·) is the average pooling along the channel direction, MPc(·) is the maximum
pooling along the channel direction, fs(·) is the spatial attention convolution, and Ws is
the corresponding weight parameter.

4. Experimental validation and analysis.

4.1. Experimental development environment. The required environment for the
experiments in this paper is shown in Table 1. The experiments are mainly based on
Pytorch 1.11.0 deep learning network framework to build, train and test the network.
The experiments are conducted on a server with RTX 3090 graphics card and Python
version 3.8.

The suggested method’s efficiency in boosting network scale invariance and correcting
for the loss of feature information is verified by experiments done on both the mainstream
multi-person pose estimation dataset and the self-constructed dance dataset. The MPII
dataset [?] is a public dataset consisting of 5602 photographs depicting multi-person
postures. Out of these, 3844 images are used for training the network model, while the
remaining 1758 images are reserved for model testing. The collection contains almost
28,000 examples of single human postures, each tagged with 15 keypoints. The MPII
dataset evaluates the model accuracy using the mAP (Mean Average Precision) of the
keypoints. The resolution of all the images in the dance dataset is repaired to 640× 480.
Manual labelling of the human keypoints of the dataset images is carried out with the help
of Labelme annotation software, and 15 keypoints are labelled for each person’s image,
as shown in Figure ??.

Table 1. Environment required for the experiment

Experimental environment Version number and name
Operating system Ubuntu 18.04 64-bit
CPU Intel(R) Xeon(R) Platinum 8157 CPU @2.30GHz
CPU model NVIDIA GeForce RTX 3090
Memory 24 GB
Python version 3.8
Deep learning acceleration tools CUDA 11.3
Deep learning frameworks Pytorch 1.11.0

During the training phase of the MPII dataset, the validation set consisted of 350 ran-
domly chosen samples from the multi-person pose training set. The remaining samples,
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Figure 6. 15 Key Points for the Human Body

which included both multi-person pose and single-person pose samples, were utilized for
the training of the model. The RMSprop optimiser was used to update the parameters.
The initial learning rate was set to 0.002 and a total of 200 rounds of training were per-
formed. The learning rate was doubled at rounds 100, 160, 220, and 280. The parameter
settings were the same on the dance dataset.

In the process of key point extraction for the dance students, the pose estimation
network is used to obtain the coordinate information of the joint points of the smart
classroom dance students and their heat maps after feature extraction. For the purpose
of obtaining the human skeleton, the key point coordinates of the pictures that were
collected are joined in a certain sequence in order to generate the synthetic image that
is going to be used for posture estimation. Finally, the obtained heat maps are inputted
into the built improved HRNet for training and testing.

4.2. Visualisation results. The visualisation of the estimation results of human posture
on the MPII dataset and dance dataset is shown in Figure 7. It can be seen that the
proposed method performs excellently for conventional human posture estimation results.
The suggested feature pyramid and backdrop information features have the potential to
successfully tackle the scale sensitivity issue that HRNet is experiencing. Additionally, the
CBAM attention mechanism is able to further enhance the precision of pose estimation.
For the MPII dataset, the improved HRNe method achieves a mAP of 73.6%.

4.3. Comparison of results with mainstream algorithms. The improved HRNet is
tested on a self-built dance test set and compared with the current mainstream bottom-up
approach, and the experimental results are shown in Table 2.

While earlier approaches have shown promising results when working with large-scale,
relatively immobile keypoints like the head and shoulder, detection accuracy for smaller,
more mobile keypoints like the wrist and ankle remains poor. The rationale for this is
because these control points are both spatially malleable and readily obstructed, which
requires HRNet to get multi-scale background knowledge and improve the characterisa-
tion capability, which is difficult to do simultaneously with previous methods. In this
work, HRNet is improved using background information features and CBAM attention
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Figure 7. Visualisation of Multi-person pose estimation

Table 2. Results of the bottom-up method on the MPII test set

Method Head Shoulders Elbow Wrist Buttocks Lap Ankles mAP
OpenPose 88.1 84.5 75.2 64.2 73.5 68.1 59.8 73.6
AE 87.7 85.6 69.7 62.7 72.9 71.8 66.7 73.9
PensonLab 90.5 86.9 77.0 66.1 74.7 68.2 61.0 74.9
HRNet 91.4 88.6 78.2 69.1 75.5 70.9 64.0 76.8
SPM 91.1 88.8 79.7 68.9 76.6 71.0 64.8 77.3
HigherHRNet 89.0 86.7 79.7 71.7 76.0 74.2 67.6 77.8
Ours 91.6 88.2 81.4 73.6 76.2 75.7 69.7 79.5

mechanism, which enables HRNet to handle multi-scale human keypoints and improve
the model receptive field, and achieves the best results on the dance test set with a mAP
of 79.5%. Compared to the HigherHRNet method, this paper’s method achieves greater
improvements in detection accuracy for keypoints at the elbow, wrist, knee, and ankle,
with improvements of 2.13%, 2.65%, 2.02%, and 3.11%, respectively, suggesting that it is
better able to handle keypoints in complex environments.

5. Conclusion. In this paper, a pose estimation method based on multi-scale attention
feature fusion HRNet is proposed. In order to solve the problem of partial feature in-
formation loss, CBAM is introduced. The CBAM attention mechanism can improve the
model representation in the channel and emphasise the features of spatial location in the
spatial dimension to improve the network representation in two ways. CBAM is intro-
duced into the parallel sub-network of HRNet network with different resolutions so as to
improve the extraction rate of channel and spatial feature information in the network. A
feature extraction method for background information that can extract both global and
local features is proposed. A combination of deep and shallow network features will be
used and an attention mechanism will be utilised to enhance the extraction of global and
local information. Statistical information from the global feature map will be analysed to
determine which background regions are important and the feature map will be weighted
accordingly to enhance the feature representation in these regions.

The test results on the dance dataset show that compared with the HigherHRNet
method, this paper’s method has a greater improvement in the detection accuracy of
key points such as elbow, wrist, knee, and ankle, with an improvement of 2.13%, 2.65%,
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2.02%, and 3.11%, respectively, which suggests that it is able to better deal with the key
points in complex environments.
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