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Abstract. Aiming at the issue of insufficient extraction of psychological feature de-
tails in the current methods of assisted diagnosis of psychological disorders, which results
in low classification efficiency, this article suggests an artificial intelligence assisted di-
agnosis method of psychological disorders relied on deep learning. First, the attention
mechanism is optimized by two one-dimensional global pooling operations, and the input
features in the vertical and horizontal directions are pooled with the global average and
maximum pooling respectively, so as to make full use of the original detail information.
Then the original Electroencephalogram (EEG) signals are preprocessed by the first-order
differential mean absolute value to obtain the normalized results, followed by the extrac-
tion of spatio-temporal features, weighting the input features in the spatio-temporal chan-
nel with the enhanced attention mechanism, and adopting the layer-jumping connection
to process the weighted data of the two channels for the goal of enhancing the accuracy
of the model. Next, various EEG signals were weighted with intrinsic relationships to
optimize feature extraction. Finally, the classification outcome is fused with the classifi-
cation results output from the Graph Convolutional Neural Network (GCNN) to realize
the accurate diagnosis of psychological disorders. The experipsychological outcome im-
plies that compared with the existing diagnostic methods, the suggested method has higher
accuracy, sensitivity, specificity, F1 score and better classification performance.
Keywords: Diagnosis of psychological disorders; Deep learning; Attention mechanisms;
Graph convolutional neural networks; Feature extraction

1. Introduction. Recently, psychological disorders have become a widespread societal
problem affecting people of all ages, genders, or industries in every country around the
globe [1]. However, when the emotional threshold is higher, the likelihood of developing
a psychological disorder increases, thus creating a vicious cycle. According to the United
Nations Secretary General’s World Health Day statement, approximately 1 billion people
worldwide are suffering from psychological disorders, with depression and autism being
among the most common psychiatric disorders [2]. Psychological disorders may bring
about various adverse physical and psychological reactions such as autism, insomnia, fa-
tigue, indigestion, headaches, etc. [3, 4, 5]. Prolonged exposure to the psychological stress
state of severe disorders may also lead to serious health problems such as hypertension,
cardiovascular diseases, and immune system disorders [6, 7]. Therefore, how to make
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accurate auxiliary diagnoses of psychological disorders is of significant research value and
practical importance.

1.1. Related work. Traditional methods focus on extracting and analyzing the char-
acteristics of patients, which may include emotional expression, speech characteristics,
behavior patterns, and so on. By observing and recording these characteristics, doctors
can draw a preliminary judgment about the patient’s psychological state. Smith et al. [8]
extracted different features as effective predictors of depression with respect to depressive
voice vocalization characteristics. Bangerter et al. [9] used the Mel Frequency Cepstrum
Coefficient (MFCC) and resonance peak features, combined with the Gaussian Mixture
Model (GMM) model for autism recognition. Zhang et al. [10] analyzed the frequency, rate
of change, intensity, and other features of the action units of the patient and the normal
person in the process of the interview, and classified them by SVM, but the classification
efficiency was low. Wang et al. [11] used SVM to diagnose people with psychological
disorders based on changes in eye, eyebrow, and mouth movements with an accuracy of
78.85%. Akbari et al. [12] proposed a depression detection method based on the recon-
struction of phase space and geometric features from EEG signals and used particle swarm
optimization algorithms and SVM classifiers to select and classify features. Stolicyn et
al. [13] used pupil size and other features in eye movement signals, combined with ma-
chine learning algorithms, to build a prediction model for psychological disorders. Jiang
et al. [14] proposed the use of differential entropy and genetic algorithms for the extrac-
tion and selection of EEG features, and the use of a decision tree for classification. Zhang
et al. [15] proposed a multimodal depression detection method using a multi-intelligent
body strategy, exploring both physiological and behavioral perspectives at the same time,
incorporating EEG and sound signals. Traditional methods usually select and analyze
features based on doctors’ experience and professional knowledge, which may lead to sub-
jectivity and limitations. Different doctors may have different judgment criteria, which
may lead to different diagnosis results.

With significant advances in neural network models and learning algorithms, a new era
of deep learning-based artificial intelligence has begun. Shoeibi et al. [16] mined psycho-
logical disorder representations from sound cues and adopted LSTM and CNN coding to
identify discriminative audio representations. Niu et al. [17] designed a new framework
integrating an attention module for the temporal-frequency channel of EEG signals but
ignored the intrinsic feature interactions between signals. Zhu et al. [18] suggested a deep
convolutional neural network-based facial appearance and motion modeling approach for
diagnosis, but the classification efficiency was not high. He et al. [19] adopted Convolu-
tional Neural Networks (CNN) to extract global and local information from video frame
images [20] for the identification of psychological disorders. Malhotra and Jindal [0] offered
a real-time deep learning system that fuses individual vector representations of multiple
modalities from a user’s social media feeds (text, images, and videos) to obtain a joint
representation. Pan et al. [0] suggested a Graph CNN (GCNN) based method for the
diagnosis of psychological disorders, where the connectivity matrix of the EEG is used as
input and spatial features are extracted from it and thus categorized.

1.2. Contribution. Psychological disorder diseases bring a great burden to patients,
families, and society, so there is a crucial role for their auxiliary diagnosis. At present,
some methods have achieved preliminary outcomes, but there is still the issue of insuffi-
cient extraction of psychological feature details. Focusing on the shortcomings of current
research, this article suggests an artificial intelligence-assisted diagnosis method for psy-
chological disorders based on deep learning.
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Firstly, the attention mechanism is optimized by two one-dimensional global pooling op-
erations, and the input features in vertical and horizontal directions are pooled by global
average pooling and maximum pooling respectively, so as to make full use of the original
detail information. The original EEG signals are then preprocessed to obtain the normal-
ized results, followed by the extraction of spatio-temporal features, weighting the input
features in the spatio-temporal channel adopting the enhanced attention mechanism, and
processing the weighted data of the two channels using the hopping-layer connection to
enhance the accuracy of the model. Secondly, different EEG signals are weighted with
intrinsic features to optimize the extraction of EEG signal features. Finally, the classi-
fication results are fused with the classification results output from the GCNN module
to obtain the final diagnosis prediction. The experimental outcome indicates that the
suggested method has higher classification performance and efficiency compared with the
current algorithms.

2. Theoretical analysis.

2.1. Graph convolutional neural network. Compared with traditional CNN, GCNN [0]
is able to handle irregular data, transfer and aggregate information over the whole graph
to obtain more global information. In addition, GCNN adopts an adaptive filter, which
can adaptively adjust the filter size according to the number of neighbors and features of
different nodes to better adapt to different graph structures. As indicated in Figure 1.
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Figure 1. The computation progress of GCNN

Figure 1 is a schematic diagram of graph convolution computation, let the three neigh-
boring points of the current node gj be (g0, g1, g2), and the degree of this node be 3.

The point gk+1
i in layer k + 1 is determined by the three reachable points in layer k

at the time of feature propagation, and V (k) is the dashed portion, which represents the
weight information of each node in this layer.

Given a graph H = (W,E), where W is the set of nodes and E is the set of edges. Each
node wj ∈ W has a feature vector xj ∈ RD, where D represents the dimension of the
feature vector. Let Mj be the set of neighboring nodes of node wj, Mj = wi|(wj, wi) ∈ E.
The graph convolution can be expressed as below:
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gj = δ

 Mj∑
i=1

1

dej
V (k)g

(k)
i

 (1)

where g
(k)
i denotes the feature vector of node wi in the k-th layer convolution, V (k) is

the learnable weight matrix of the k-th level, δ is the activation function, dei denotes the

degree of node wi, and h
(k)
i denotes the feature vector extracted by node i in the k-th

level convolution.

2.2. Attention mechanism. The attention mechanism can adaptively calibrate the
weights of each channel by modeling the importance between individual features to de-
termine the features of important attention [0], as indicated in Figure 2.
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Figure 2. The attention mechanism

Attention-weighted features can be obtained by restoring the attention weights of dif-
ferent channels to the original features through matrix multiplication. Therefore, the
channel attention extraction method can be summarized as feature dimensionality re-
duction, attention extraction, and weight recovery. First of all, for the feature map
x = [x1

i,j, x
2
i,j, ..., x

m
i,j], the height and width of the feature map are represented by G and

V , respectively, then the initial weights of different channels are taken as indicated in
Equation (2).

bl =
1

G× V

m∑
1

m∑
1

xl
i,j (2)

Next, a specific method F (x) is used to extract the attention weights as Equation (3).

ai = F (bi) (3)

Finally, x̂i = aix
l
i,j is adopted to weight the channel attention, and the extracted

channel attention is applied to different channels for weighting, so that the weights of
each channel are randomly adjusted according to the attention weights to optimize the
model performance.

3. Optimization of attention mechanisms. The traditional attention mechanism
only performs global average pooling in the calculation, without paying attention to the
detailed texture information, and at the same time, in the process of feature weighting,
it cannot make full use of the original feature information. Thus, on the ground of the
original, the global average pooling and maximum pooling are performed on the input
features, so that the original features and detail information can be more fully utilized.

Given the input x, the channels are encoded along the horizontal and vertical dimen-
sions, respectively. The horizontal and vertical coordinates are summed up using global
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average pooling and global maximum pooling with dimensions (G, 1) or (1, V ), respec-
tively, to compute the encoding results in the horizontal and vertical planes. Therefore,
the output of channel b with height G is indicated below.

zgb (g) =
1

V

∑
0≤j<V

xb(g, j) + max
0≤j<V

xb(g, j) (4)

The output of channel b with width v is represented as below.

zvb (v) =
1

G

∑
0≤j<G

xb(j,v) + max
0≤j<G

xb(j,v) (5)

After encoding, the output zg and zv are spliced and then transformed using the Fourier
transform function F1, as indicated in Equation (6).

f = L (F1 [z
g, zv]) (6)

where [, ] is the splicing operation along the spatial dimension, L is the LeakyRelu
activation function, and f ∈ R(B/s)∗(G+V ) is the result of encoding and compressing the
spliced feature information. Here, s is used to control the reduction rate of the attention
mechanism module size.

Then f is decomposed into f g ∈ R(B/s∗G) and f v ∈ R(B/s∗V ) along the spatial dimension,
and the 1 × 1 convolutional transformations Fg and Fv are utilized to transform f g and
f v to obtain hg ∈ R(B∗G) and hv ∈ R(B∗V ), respectively.

hg ∈ Q (Fg (f
g)) (7)

hv ∈ Q (Fv (f
v)) (8)

where Q is the sigmoid activation function. The weights hg and hv are obtained after
the transformation and are input into the feature map as attention weights, respectively,
as indicated in Equation (9).

yb(i, j) = xb(i, j) ∗ hg
b(i) ∗ h

v
b(j) (9)

Finally, the obtained weighted feature matrix is added with the original feature matrix
to get the final improved attention mechanism module output as indicated as follows:

ob(i, j) = L (yb(i, j) + xb(i, j)) (10)

where xb is the original feature matrix of the model, yb is the weighted feature matrix,
and ob is the output of the improved attention mechanism module.

4. Deep learning-based artificial intelligence-assisted diagnosis of psychological
disorders.

4.1. Preprocessing of EEG signals. Focusing on the issue that current diagnostic
methods for psychological disorders do not fully extract the features of EEG signals, which
leads to inefficient classification, this article designs an artificial intelligence-assisted diag-
nosis method for psychological disorders based on deep learning. Firstly, the original EEG
signals are preprocessed, and secondly, the spatio-temporal features of the standardized
EEG signals are extracted, and the input features are weighted using an improved atten-
tion mechanism to improve the model accuracy. Then the connected data are extracted
as spatio-temporal features by graph convolution. Finally, the classification results are
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fused with the classification results output from the GCNN to achieve accurate diagno-
sis of psychological disorders. The entire model of the suggested method is indicated in
Figure 3.
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Figure 3. The overall model of the designed method

The currently available methods for the adjunctive diagnosis of psychological disorders
rely mainly on biometric signals, and a commonly used biometric signal is the EEG [?].
EEG has extremely important spatio-temporal features that need to be extracted and
utilized. Spatio-temporal features are the signal statistics of EEG signals in both the
temporal and spatial domains. When extracting spatio-temporal features, to achieve
accurate EEG data, it is necessary to reduce the sampling frequency by re-sampling the
known sampling sequences at fixed intervals to gain new sequences, which is called down-
sampling, and the relationship is indicated in Equation (11).

y(n) = x(Cn) (11)

where n denotes the extraction order and C denotes the extraction interval.

µE =
1

M

M∑
n=1

E(m) (12)

where E(m) is the original EEG signal, M is the number of sampling points. In
this article, the original EEG signal is preprocessed by first-order differential averaging
absolute value, as indicated in Equation (13).

ϑE = 1
M−1

M−1∑
m=1

∣∣E(m+ 1)− E(m)
∣∣ =

ϑE

δE
(13)

where E(m) denotes the normalized result of the original EEG signal, ϑE denotes the
standard deviation of the original EEG signal, and δE denotes the mean absolute value
of the first-order difference of the original EEG signal.

4.2. Spatio-temporal feature extraction of EEG based on attention map convo-
lutional network. To be more effective in extracting spatio-temporal features of EEG,
the input features are weighted adopting an enhanced attentional mechanism on both
temporal and spatial channels to enhance the model accuracy. In this paper, feature
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maps are performed along the temporal channels, and the features on each spatial chan-
nel (C, V ) are mapped to a value for subsequent operations, as indicated in the following
equation.

S = L

(
1

D ∗W

D∑
d=1

W∑
w=1

(V T
1 ∗Xd,w)

)
(14)

where L(·) represents the activation function LeakyRelu, X represents the model input
matrix, and V T

1 is a trainable weight that represents the weight of the temporal channel
in a cycle T .
The attention weighting module can effectively search the temporal-spatial correlation.

The role is to weight the input data in order to emphasize key features that are meaningful
for the diagnosis of psychological disorders, thus improving the accuracy of the diagnosis.
The attentional weighting module is indicated in Equation (15) and Equation (16).

Sa = SoftMax(ST ∗ V T
2 ) (15)

Xe = L(ST
a ∗X +X) (16)

where SoftMax(·) denotes the SoftMax function; V T
2 is a trainable weight that repre-

sents the weight of the current input on the spatio-temporal channel.
The weighted data is convolved with the EEG signal data to compute in order to obtain

the node features Gi of the EEG as indicated below.

Gi =
m∑
i=1

(Vi ∗Xe ⊙Bs) (17)

where Bs ∈ RN×N is the adjacency matrix in GCNN learning, which is updated by
gradient descent during the training process. G = [G1, G2, ..., GM ] is the node feature of
GCNN input, and all the EEG feature signals share the correlation matrix Bs. This static
graph models the intrinsic relationship of all the training samples, captures their strong
correlations, and reduces the interference of edge noise. The procedure is as follows.

M = ϑ(BsGvs) (18)

where ϑ(·) is the activation function and M = [M1,M2, ...,MM ] is the updated intrinsic
feature representation.

Subsequently, the intrinsic relationship is captured for each EEG signal. The updated
node features MM and GM are superimposed to obtain new spatio-temporal features as
the node features for the dynamic graph convolution input. In addition, a dynamic graph
BD ∈ RN×N is constructed for each EEG recording by connecting the correlation matrix
mM to the global features mg through an adaptive global average pooling and convolution
to obtain a feature vector containing global relationships.

BD = ϑ(f(mM ,mg)) (19)

where f(·) denotes the convolutional level. Because the structure of the graph depends
on the features of each EEG signal, so the adjacency matrix of each signal is dynamically
changing, so as to eliminate the interference of useless features on the fitting results and
reduce the risk of overfitting. The spatio-temporal characteristics of the final EEG are
indicated below.

Gi =
m∑
i=1

(Vi ∗Xe ⊙BD) (20)
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4.3. Auxiliary diagnostic classification with loss function. For each input spatio-
temporal feature Gi, a feature mapping Gs ∈ RC×D is obtained after GCNN, a classifier
is constructed based on the feature mapping, and after classifying and activating it, the
activation mapping of a specific label is computed through an attention mechanism to
obtain T = [T1, T2, ..., TM ], and the obtained T is converted into a feature representation
H = [H1, H2, ..., HM ] that can represent the intrinsic relationship between EEG signals.

HM = T T
MGi =

D∑
i=1

TM
i Ĝs (21)

where D is the length of the signal after feature mapping, TM
i denotes the weight of

the activation mapping of the M -th EEG signal, and Ĝs denotes the feature vector of the
feature mapping at location s.
Predictive psychological trait representations of EEG diagnostics are then generated

via an activation function as follows.

TM = soft max

(
HMĜT

s√
dl

)
V (22)

where dl is the dimension of the input feature vector.
In this paper, the cross-entropy function [0] is chosen as the loss function for model

training. It can effectively calculate the distance between the actual output and the ex-
pected output of the model and constantly correct the convergence direction of the model.
It is a commonly used loss function in GCNN for classification tasks and is used to eval-
uate the difference between the fitted distribution of the model and the real distribution
of the data. For the psychological disorder diagnosis and classification problem in this
paper, the loss function is calculated as follows.

Loss = − 1

N

N−1∑
i=0

K−1∑
l=0

yi,k ln pi,k (23)

where k is the eigenvalue, N is the amount of data, yi,k represents the true feature of
the i-th EEG as k and pi,k represents the probability that the i-th data is predicted to be
the psychological feature k. The distance between categories is increased to some extent
by fitting this loss function.

5. Performance testing and analysis.

5.1. Comparison of classification performance. In this article, EEG images from
ABIDE were adopted as the experipsychological dataset. The ABIDE dataset [0] consists
of EEG images of 621 individuals with autism and 603 normally developing controls. In
this study, 1172 data (575 autism cases and 597 normal developpsychological controls)
were selected, and the data were categorized as 80% for training, 10% for validation, and
10% for testing. In order to verify the performance of the method designed in this paper,
comparative experiments were conducted, and for ease of analysis, the algorithm in this
paper is denoted as DLPD, DRBR in literature [12], ACNN in literature [19], and MAMC
in literature [22].

The models were trained and tested based on the PyTorch framework. The cross-
entropy loss function and the Adam optimizer were used to optimize the model weights.
To ensure the control effect, the principle of consistency of variables was followed, so that
the parameter settings of DLPD, DRBR, ACNN, and MAMC were set to use the default
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parameter values. During the training period, the learning rate was fixed at 0.001 and
the number of iterations was 100.

This article performs a classification performance comparison between autism disorder
and normal developpsychological controls, and will compare classical machine learning
and deep learning-based diagnostic methods for psychological disorders in five dimensions,
namely Accuracy, Sensitivity, Specificity, F1 score, and AUC [0], as indicated in Table 1.

Table 1. Comparison of classification performance of different diagnostic models

Method Accuracy Sensitivity Specificity F1 Score
DRBR 0.6928 0.6712 0.7159 0.6814
ACNN 0.7411 0.7275 0.7628 0.7316
MAMC 0.7716 0.7967 0.8156 0.7598
DLPD 0.8351 0.8147 0.8712 0.8475

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 00 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

Ge
nui

ne
cas

era
te

F a l s e c a s e r a t e

D L P D
M A M C
A C N N
D R B R

Figure 4. Comparison of ROC curves for different methods

The proposed DLPD method achieves the best performance in Accuracy, Sensitivity,
Specificity, and F1 score, which is 20.54%, 21.38%, 21.69%, and 24.38% better than the
DRBR method, and 12.68%, 11.99% better than the ACNN method, 14.21%, 16.61%,
and 8.22%, 2.26%, 6.82%, 11.54% than the MAMC method, respectively. From this, it
can be seen that the DLPD method is significantly better than the DRBR, ACNN, and
MAMC methods. This is because DRBR relies on an SVM classifier to classify patients
by EEG signals, and the input data is the similarity matrix of EEG, which makes it hard
to find the correct hyperplane because of the high feature dimension, resulting in a much
worse classification effect than the other three recommendation models based on deep
learning. ACNN is based on CNN classifier for diagnosis, and the lack of information in



Deep Learning-based Artificial Intelligence-Assisted Diagnosis 447

deepening leads to a low accuracy rate. MAMC is a diagnostic method based on GCNN,
but it does not fully extract the depth features of EEG, resulting in lower performance
metrics than DLPD. DLPD utilizes an optimized attentional mechanism to enable the
GCNN to focus on the noteworthy parts, thus improving its performance in diagnosing
the important features in the disorder data, which makes the suggested method the best
performer in terms of all metrics.

Figure 4 indicates the comparison of the ROC curves of different models, through which
the performance is evaluated by the area metric (AUC). Comparison results. The outcome
indicates that the DRBR model has the worst performance with an AUC value of 0.71,
while the ACNN and MAMC models have AUC values of 0.76 and 0.8, respectively, which
are slightly better than the DRBR model. However, the DLPD model proposed in this
paper has the best performance with an AUC value of 0.87. This indicates that the DLPD
model has stronger classification ability and robustness, and can play a better role in the
diagnosis of psychological disorders. Therefore, the DLPD method proposed in this paper
has greater potential in practical applications and provides strong support for research
and practice in the field of psychological disorder diagnosis.

5.2. Ablation Experiment. For the purpose of better validating the effects of the at-
tention module and feature extraction module in the DLPD model of this paper, ablation
experiments are conducted on the ABIDE dataset respectively, and two comparative mod-
els are designed for the analysis, in which the method of removing the optimized attention
module is denoted as DLPD-EAM, and the method of removing the feature extraction
module is denoted as DLPD-FE. The evaluation indexes are measured by three metrics,
namely, Correlation coefficient R, Mean Absolute Error (MAE), and Root Mean Squared
Error (RMSE) [?]. The results of the four model evaluation metrics are given in Table 2,
and the results are plotted on a visual bar comparison chart, as indicated in Figure 5.

Table 2. Comparison of classification accuracy of different methods

Method R MAE RMSE
DLPD-EAM 0.6491 0.2451 0.3259
DLPD-FE 0.6215 0.2197 0.2941
DLPD 0.7826 0.0718 0.1128

The results of the ablation experiment indicate that the DLPD model achieves the best
performance across all three evaluation metrics, demonstrating the importance of both the
attention module and feature extraction module in enhancing classification accuracy. The
comparison highlights that removing either module results in a decline in performance,
confirming their contribution to the effectiveness of the DLPD model.

As can be seen from Table 2 and Figure 5, the accuracy evaluation indexes of DLPD are
significantly better than those of DLPD-EAM and DLPD-FE. Among them, the MAE of
the DLPD method is 0.0681, which is lower than that of DLPD-EAM and DLPD-FE by
0.1733 and 0.1479, respectively; the RMSE of the DLPD method is 0.1128, which is lower
than that of DLPD-EAM and DLPD-FE by 0.2131 and 0.1813, respectively. Comparing
the correlation coefficient R, the R-value of the DLPD method is 0.7826, which improves
by 20.57% and 25.92% compared to DLPD-EAM and DLPD-FE, respectively, which
suggests that the introduction of the attention mechanism to extract spatio-temporal
features of the EEG in the GCN is effective, and the attention mechanism is improved so
that DLPD has better fitting effect and classification accuracy.
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Figure 5. Comparison of ablation experiment results

6. Conclusion. Intending to address the issue that the classification accuracy of exist-
ing psychological disorder diagnosis methods is not high, this article designs an artificial
intelligence-assisted diagnosis method for psychological disorders relying on deep learn-
ing. First, the attention mechanism is optimized, and the input features in vertical and
horizontal directions are pooled by global average and maximum pooling, respectively,
so that the original detail information can be more fully utilized. Then, the original
EEG signals are preprocessed by the first-order differential mean absolute value to obtain
normalized results, followed by the extraction of spatio-temporal features, weighting the
input features in the spatio-temporal channel with the improved attention mechanism,
and using the layer-jumping connection to process the weighted data of the two channels
to improve the accuracy of the model.

Next, intrinsic feature weighting is performed on different EEG signals to optimize fea-
ture extraction. Finally, the classification results are fused with the classification results
output from the GCNN module to obtain the final diagnosis prediction. The experimen-
tal psychological outcome indicates that the suggested method effectively enhances the
accuracy, sensitivity, specificity, and F1 score of classification and can be better applied
to the diagnosis of psychological disorders.
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